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The current investigation aims to adapt and validate the Teacher Education and 
Development Study-Instruct observation instrument for assessing teaching 
quality in new contexts: Norwegian Grade 6 mathematics and science lessons. 
More specifically, the article examines content validity and reliability in the new 
contexts using a multi-methods approach, involving the Delphi technique and 
generalizability theory. Findings suggest that while the core components of the 
instrument are relevant in the new contexts, specific adaptations are necessary 
to capture teaching quality in a more nuanced and meaningful way. Based on the 
findings, specific adaptions are made to the instrument. Finally, recommendations 
for developing and using the instrument in the new contexts are provided. The 
current investigation underscores the importance of contextual sensitivity in the 
assessment of teaching quality.
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Introduction

Standardized observation instruments are widely recognized and used as effective tools 
for assessing teaching quality (Bell et al., 2019; Janik et al., 2009; Praetorius and Charalambous, 
2018). Developing these instruments is a time-intensive and complex process (Praetorius and 
Charalambous, 2018). Consequently, it is common practice to “export” observation 
instruments from one context — such as national, subject, or grade-level context — to another. 
For example, the Classroom Assessment Scoring System (CLASS), originally developed at the 
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University of Virginia in the US (Pianta et al., 2008), has been widely 
used in countries across the globe as diverse as Australia (Thorpe 
et  al., 2023), Chile (Leyva et  al., 2015), China (Hu et  al., 2016), 
Ecuador (Araujo et al., 2016), Finland (Virtanen et al., 2018), Germany 
(Bihler et  al., 2018), the Netherlands (Slot et  al., 2017), Norway 
(Westergård et al., 2019), Portugal (Cadima et al., 2010), and Singapore 
(Ng et al., 2021). Similarly, the Protocol for Language Arts Teaching 
Observation (PLATO) was developed at the University of Pennsylvania 
to assess English language arts instruction (Grossman et al., 2013) and 
later adopted by the Linking Instruction and Student Achievement 
(LISA) study to assess mathematics teaching in Nordic classrooms 
(Klette et al., 2017).

However, observation instruments generally conceptualize and 
operationalize a community’s view of quality teaching and learning 
(Bell et  al., 2019). Given that ‘quality’ is an inherently vague and 
ambiguous concept that requires value judgments (Wittek and 
Kvernbekk, 2011; Berliner, 2005), it is only natural that most 
observation instruments are context-specific and context-sensitive. As 
a result, applying observation instruments in contexts vastly different 
from those in which they were originally developed can be highly 
problematic (Liu et al., 2019; Muijs et al., 2018). For example, although 
transferring instruments across related subjects is often more feasible 
(Cohen et al., 2018; Praetorius et al., 2016), exporting them across 
national border can be problematic since educational systems might 
define key-components of high-quality teaching differently (Berliner, 
2005; Luoto et al., 2022; Muijs et al., 2018)1. This issue is exacerbated 
when researchers use existing evidence of an instruments’ reliability 
and validity from one context to assert its applicability in another, 
neglecting that such evidence is not inherent to a specific instrument 
but rather to specific empirical studies using the instrument in their 
own unique context (AERA, APA, NCME, 2014; Liu et  al., 2019; 
Praetorius and Charalambous, 2018). Therefore, it is essential to 
reassess whether an observation instrument can be  used in a 
meaningful and relevant way when applied in new contexts (Liu et al., 
2019; Luoto et al., 2022).

The current study addresses this issue by examining the extent to 
which the Teacher Education and Development Study–Instruct 
(TEDS-Instruct) standardized observation instrument — developed 
in Germany (Schlesinger and Jentsch, 2016; Schlesinger et al., 2018; 
Kaiser et al., 2017) — can be used to assess teaching quality in new 
contexts: Norwegian Grade 6 mathematics and science lessons. To this 
end, the present investigation contains two separate but complementary 
empirical studies. The first study aims to obtain validity evidence based 
on the content of the instrument, which is at the core of validation and 
the beginning of any validation process (AERA, APA, NCME, 2014; 
Liu et al., 2019; Praetorius and Charalambous, 2018). Taking the stance 
that teaching quality is context-specific and context-sensitive, 
we employ the Delphi technique to elicit the opinions of Norwegian 
mathematics and science education experts regarding the relevance 
and representativeness of TEDS-Instruct for its new contexts.

The second study aims to obtain evidence on the reliability of 
TEDS-Instruct within its new contexts by employing generalizability 

1 A notable exception is the International System for Teacher Observation 

and Feedback (ISFOT), which was developed to ensure cross-cultural relevance 

(Muijs et al., 2018; Teddlie et al., 2006).

theory (GT) using a sample of Norwegian mathematics and science 
lessons rated by four trained raters using TEDS-Instruct. GT is a 
powerful way to examine reliability as it enables researchers to 
systematically distinguish between multiple sources of error (Brennan, 
1992; Praetorius and Charalambous, 2018). This can be useful for 
understanding various sources of error and designing more efficient 
measurement procedures (Brennan, 1992). The results from both 
studies will be used (1) make necessary adaptations to the instrument, 
(2) provide recommendations for its further development, and (3) 
provide recommendations for its use in the new contexts.

Teaching quality

In this study, we  define teaching quality as those classroom 
interactions, both among students and between students and teachers, 
that provide (sustained) learning opportunities and align with 
contemporary educational norms and standards (Berliner, 1987; 
Charalambous et  al., 2021; Fenstermacher and Richardson, 2005; 
Praetorius and Charalambous, 2023). Decades of research have 
established teaching quality as one of the most significant malleable 
factors in schools that influence student learning outcomes (Muijs et al., 
2014; Scheerens et al., 2007; Seidel and Shavelson, 2007). A wide range 
of theoretical frameworks, models, and (observation) instruments have 
been developed to understand and assess teaching quality (e.g., 
Creemers and Kyriakides, 2008; Ferguson and Danielson, 2015; Klieme 
et  al., 2009), each with distinct theoretical underpinning and 
development processes (Praetorius and Charalambous, 2018). 
Consequently, they reflect a community’s view on teaching and learning, 
resulting in variations in their coverage, structure, and terminology 
(Bell et al., 2019; Blikstad-Balas et al., 2021; Senden et al., 2022).

In addition, there has been an ongoing debate about the extent to 
which the measurement of teaching quality should attend to subject-
specific teaching practices, which are informed by the demands of 
teaching in a specific discipline, or to generic teaching practices that 
adhere to the demands of teaching across disciplines (Charalambous 
and Kyriakides, 2017; Cohen et al., 2018). Scholars have argued that 
including both sets of practices can provide a more complete picture 
of what happens in the classroom (Blazar et al., 2017; Charalambous 
and Praetorius, 2018). This might especially be  important since 
subject-specific teaching practices have been shown to explain a 
substantial amount of variance in student learning outcomes (Baumert 
et al., 2010; Charalambous and Kyriakides, 2017; Seidel and Shavelson, 
2007). Including both set of practices can be done by simultaneously 
employing subject-specific and generic observation instruments, as 
done in the Measures of Effective Teaching (MET) project (Kane and 
Cantrell, 2010). Another option is to employ observation instruments 
which include both sets of practices, so called hybrid observation 
instruments (Charalambous and Praetorius, 2018; Senden et  al., 
2022).The present study draws on such a hybrid instrument to 
conceptualize and operationalize teaching quality: the TEDS-Instruct 
observation instrument (Schlesinger et al., 2018).

The TEDS-instruct observation instrument

The observation instrument was developed as part of the 
German TEDS-Instruct study to examine student learning of 
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mathematics in Grades 7–10, independent of the topic discussed in 
class (Kaiser et al., 2017). In response to repeated calls for bringing 
together generic and subject-specific teaching practices (Blazar et al., 
2017; Charalambous and Praetorius, 2018), the developers of the 
TEDS-Instruct observation instrument extended the well-
established generic framework of the Three Basic Dimensions of 
teaching quality (Klieme et al., 2001; Klieme et al., 2009; Praetorius 
et  al., 2018; Praetorius et  al., 2020) with mathematics-specific 
teaching practices (Schlesinger and Jentsch, 2016; Schlesinger et al., 
2018). To achieve this, a mathematic-specific description of teaching 
quality was developed based, among others, on a systematic 
literature review of existing classroom observation instruments 
(Schlesinger and Jentsch, 2016; Schlesinger et  al., 2018). The 
observation instrument was initially piloted in the TEDS-Instruct 
study, and later employed in the TEDS-Validate study (Kaiser et al., 
2017; Kaiser and König, 2020; Schlesinger et al., 2018). The obtained 
data was additionally used to further develop the instrument, which 
led to the use of a refined four-dimensional conceptualization, 
including the Three Basic Dimensions — classroom management, 
personal learning support, and cognitive activation — and a fourth 
dimension specific to mathematics education: educational structuring 
(Jentsch et al., 2020; Jentsch et al., 2021b).

 (1) Classroom management refers to the strategies and techniques 
teachers use to organize and manage a complex classroom 
environment (Doyle, 1985; Emmer and Stough, 2001). In a 
well-managed classroom, undesirable behaviors are prevented 
from happening and desirable behaviors are identified and 
encouraged, thereby fostering a positive and respectful 
atmosphere while providing opportunities for instruction and 
learning (Doyle, 1985; Emmer and Stough, 2001). Effectively 
managed classrooms are characterized by the teacher setting 
clear and consistent rules and expectations for student 
behavior, providing stable routines and well-structured and 
planned lessons, and monitoring and redirecting student 
behavior (Klieme et  al., 2009; Kounin, 1970). Effective 
classroom management can support students’ social–emotional 
and academic learning, increase student and teacher retention, 
prevent burnout and stress symptoms of teachers, and avert 
serious aggression or behavioral problems among students 
(Brouwers and Tomic, 2000; Oliver et al., 2011; Sabornie and 
Espelage, 2022; Seidel and Shavelson, 2007).

 (2) Personal learning support focuses on the teacher’s capacity to 
deal with heterogeneity in students’ abilities and respond to 
comprehension difficulties of the individual student, and to the 
collective student body (Kunter and Voss, 2013). As such, it 
includes aspects of instruction related to collaborative learning, 
inclusion, and differentiation. Personal learning support is 
assumed to increase the active participation of students, which 
can lead to more successful learning processes (Turner 
et al., 1998)

 (3) Cognitive activation refers to instructional strategies that 
facilitate opportunities for students to engage in higher-level 
cognitive thinking that promotes conceptual understanding 
(Klieme et al., 2009; Lipowsky et al., 2009). More specifically, it 
pertains to instructional situations in which learning is 
challenging, interactive, and co-constructive, and in which the 

teacher provides support for students’ individual construction 
of knowledge (Baumert et al., 2010; Lipowsky et al., 2009). 
Cognitive activation is assumed to increase students’ 
knowledge and understanding (Klieme et al., 2009).

 (4) Educational structuring includes subject-specific aspects of 
instruction that originally pertain to the demands of teaching 
mathematics. Educational structuring addresses the degree to 
which teachers adapt to students’ individual cognitive abilities 
and provide instructional support if needed (so-called 
scaffolding, van de Pol et al., 2010). This adds to the previous 
quality dimensions by taking further aspects of teaching into 
account (e.g., structural clarity, explanations, consolidation, see 
also Drollinger-Vetter, 2011). Kleickmann et al. (2010) report 
positive associations between educational structuring (termed 
cognitive support in their study) and student achievement in 
science classrooms.

To accurately capture the four dimensions, each dimension is 
represented by several high-inferences sub-dimensions. These 
sub-dimensions are further broken down into specific indicators, 
which reflect typical observable behaviors associated with each item 
(see Appendix Table 1). It is important to note, that while observers 
use these indicators to guide their assessment, they actually rate the 
high-inference sub-dimensions themselves, not the indicators. Ratings 
are assigned using a four-point scale. Additionally, the instrument is 
accompanied by a comprehensive rating manual that provides further 
guidelines for scoring, as well as a detailed description of the high-
inference sub-dimensions.

Study 1: content-validity

The current study aims to obtain validity evidence based on the 
content of TEDS-Instruct by eliciting the opinions of subject-matter 
experts using the Delphi technique. The study is guided by the 
following research questions (RQs):

RQ1: To what extent do subject-matter experts agree that TEDS-
Instruct can be used for a relevant assessment of teaching quality in 
Norwegian Grade 6 mathematics and science lessons?

RQ2: To what extent do subject-matter experts agree that the 
sub-dimensions assessed through TEDS-Instruct are representative of 
the overarching dimensions of teaching quality in Norwegian Grade 
6 mathematics and science lessons?

Materials and methods

Preliminary adaptations
The preliminary phase of this study involved the first four authors 

forming a focus group to assess the relevance of TEDS-Instruct for the 
new contexts: Norwegian Grade 6 mathematics and science lessons. 
The focus group met on five occasions, each lasting between 1.5–2 h. 
Initially, the group focused on identifying sub-dimensions and 
indicators requiring adjustment. It was concluded that the 
sub-dimensions and indicators of the three basic dimensions — 
classroom management, personal learning support, and cognitive 
activation — required minimal adaptions to be applicable for Grade 6 
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mathematics and science lessons in Norway. However, the fourth 
dimension, educational structuring, which was tailored specifically to 
mathematics, was identified as needing several adaptations to 
be applicable to science lessons.

Subsequent adaptations to the instrument were based on dialogue 
and discussion, supplemented by examples from other observation 
instruments. Adaptations were kept to a minimum and only when 
there was sufficient agreement among the group. This process led to 
the first version of the instrument, which was further tested during 
study 1 and study 2 (see Figure  1). A complete overview of the 
preliminary adaptions made to the instrument is available in the 
Supplementary material. The version of the instrument employed in 
Study 1 and Study 2 is found in the Appendix Table 1.

The Delphi technique and process
The Delphi technique can be broadly defined as “a method for 

structuring a group communication process so that the process is 
effective in allowing a group of individuals, as a whole, to deal with a 
complex problem” (Linstone and Turoff, 1975, p.  3). The Delphi 
technique has been successfully employed in educational research 
(Green, 2014; Helmer, 1966), including for validation purposes (e.g., 
Mengual-Andrés et  al., 2016; Smith and Simpson, 1995). In the 
current study, we did not adopt the traditional approach of generating 
items. Instead, we ask participants to evaluate a previously developed 
instrument. This variation of the Delphi technique is also known as 
the “reactive Delphi” (McKenna, 1994).

It was agreed upon that we would recruit Norwegian subject-
matter experts to evaluate the TEDS-Instruct observation instrument. 
To this end, we employed purposeful sampling to select Norwegian 
subject-matter experts (Palinkas et al., 2015). Our criteria required 
significant experience in teaching, involvement in teacher education, 
and/or research expertise in mathematics or science education. 
Furthermore, we  aimed to include experts from various public 
educational institutions (1) ensure diverse perspectives and maintain 
anonymity, and (2) minimize the possibility that opinions would 
be influenced through participant interactions. Finally, we targeted a 
balanced representation of mathematics and science education experts.

Based on these criteria, we identified 16 experts and invited them 
by mail to participate and co-author the Delphi study. Of these, 12 
experts (75%) confirmed their participation, representing eight 
governmental institutions. The participants included six experts 
specialized in mathematics education — four full professors, one 

associate professor, and one Ph.D. candidate — and six in science 
education, comprising two full professors and four associate professors.

Next, we started the iterative two-round Delphi process (see, e.g., 
Dalkey and Helmer, 1963; Linstone and Turoff, 1975; McKenna, 
1994). During this stage, we aimed to obtain data about the relevance 
and representativeness of TEDS-Instruct by eliciting the opinions of 
subject-matter experts. Instead of meeting for face-to-face discussions, 
participants were provided with extensive online questionnaires to 
complete individually, ensuring participant anonymity and 
confidentiality of their responses. These measures were taken to 
reduce the impact of social-psychological influences, such as 
reluctance to express divergent opinions, the unwillingness to 
abandon publicly expressed opinions, or following what seems to 
be the majority’s opinion (Helmer, 1966; Ho and McLeod, 2008).

First questionnaire round
In the first questionnaire round, participants received detailed 

information about TEDS-Instruct and instructions on how to 
complete the questionnaire. They were then asked to express their 
opinions on two validity-related topics: (1) the relevance and (2) the 
representativeness of the sub-dimensions assessed through 
the instrument.

Relevance
Mathematics experts were asked to rate the extent to which they 

believe the sub-dimensions of TEDS-Instruct are relevant for 
Norwegian Grade 6 mathematics lessons. Similarly, science experts 
assessed their relevance for science lessons (e.g., “Rate the extent to 
which you believe time-on-task is relevant to assess in Norwegian Grade 
6 science lessons”). The experts were provided with a brief description 
of each sub-dimension and typical examples of observable behaviors 
(indicators). They then answered on a four-point Likert scale with 
strongly irrelevant (coded 1), irrelevant (coded 2), relevant (coded 3), 
and strongly relevant (coded 4). If experts rated a sub-dimension as 
strongly irrelevant or irrelevant, they were requested to provide a 
reason/explanation for their opinion.

Representativeness
All experts were asked to assess how well the sub-dimensions 

represent the overarching dimensions (e.g., “Rate the extent to which 
you believe the sub-dimensions adequately represent the dimension of 
classroom management”). They responded on a four-point Likert scale 

FIGURE 1

An overview of the design of the current investigation.
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with not at all (coded 1), not very (coded 2), somewhat (coded 3), and 
to a large extent (coded 4). While providing explanations for their 
ratings was optional, experts were encouraged to elaborate on 
their responses.

Iterative Delphi process
The second questionnaire round was developed based on the 

evaluation and analysis of results obtained from the first round (see 
Figure 1). Initially, we assessed the extent of agreement among experts. 
For this purpose, consensus criteria were established (see Table 1) 
based on a systematic review of definitions of consensus in Delphi 
studies (Diamond et al., 2014). The criteria for positive agreement were 
set to a median score ≥ 3, and at least 75% of responses being either 3 
or 4. For negative agreement, the criteria were a median ≤ 2 and less 
than 25% of the responses being either 3 or 4. Disagreement was 
defined as between 25 and 75% of the responses being either 3 or 4.

The following approach was agreed upon: If the experts 
demonstrated positive agreement, the relevant question would not 
be followed up on in the second questionnaire round. In cases where 
the experts showed disagreement, the reason or explanation provided 
by them in their open-ended responses would be summarized and 
provided back to them in the second round, offering an opportunity 
to revise their opinions. Additionally, if there were negative agreement 
on the relevance of a sub-dimension, it would be  considered for 
removal from the instrument. Similarly, negative agreement on the 
representativeness would prompt us to consider revising the structure 
of the dimensions, based on the expert’s feedback. The revised 
structure would then be provided back to the experts in the second 
questionnaire round to assess if the changes enhanced 
representativeness (see Figure 2).

Finally, responses to the open-ended questions would 
be summarized and analyzed to identify any problems or recurring 
themes that would need to be  addressed in the second 
questionnaire round.

Second questionnaire round
Based on the evaluation of the results from the first questionnaire, the 

second round did not include questions on the representativeness or 
relevance of the sub-dimension, due to overall positive agreement. Instead, 
based on insights gained from the analyses of the open-ended responses, 
the experts were asked to assess the relevance of the indicators (e.g., “Rate 
the extent to which you believe these indicators are relevant for assessing time 
on task in Norwegian Grade 6 science lessons”). Expert agreement was 
again evaluated using the previously stated consensus criteria. 
Additionally, an open-ended question was included to solicit 
recommendations for potentially more suitable indicators (e.g., “Are there 
any alternative indicators that you  believe would be  more suitable for 
assessing time on task in Norwegian Grade 6 mathematics lessons?”).

Results

All 12 experts who initially agreed to participate responded to 
both questionnaires. Of these, seven experts indicated that they had 
previously used observation instruments to assess teaching quality.

RQ1: relevance of the instrument

Results round 1
Analyses of the responses from the first questionnaire round 

revealed a high degree of consensus among experts regarding the 
relevance of the sub-dimensions assessed through TEDS-Instruct for 
Norwegian Grade 6 mathematics and science lessons (see 
Appendix Table 1). Based on the consensus criteria, both mathematics 
and science experts indicated positive agreement for all 21 
sub-dimensions. In other words, all sub-dimensions were relevant to 
strongly relevant for assessing teaching quality in Norwegian Grade 6 
mathematics and science lessons. Consequently, we concluded that it 
was unnecessary to continue enquiring about the relevance of the 
sub-dimensions in the second questionnaire round.

However, subsequent analysis of the open-ended responses 
revealed two main themes. Firstly, while there was broad agreement 
on the relevance of the sub-dimensions, several experts were critical 
about the relevance of the indicators, which were presented as typical 
examples of observable behaviors. Secondly, experts offered 
recommendations for clarifying and developing the instrument, often 
with a specific focus on refining the indicators. Based on these 
insights, it was determined that the second questionnaire round 
should focus on exploring the relevance of the indicators and soliciting 
recommendations for their improvement.

Results round 2
Results from the second questionnaire showed a large amount of 

positive agreement regarding the relevance of the indicators. In other 
words, the majority of indicators were considered relevant to strongly 
relevant to assess the sub-dimensions, with similar findings in both 
mathematics and science (see Appendix Table 1). However, there was 
also disagreement regarding the relevance of nine indicators in 
mathematics and four in science. Notably, following the consensus 
criteria, no indicators reached negative agreement, indicating experts 
did not agree on any indicators being irrelevant or strongly irrelevant. 
Further analysis of the open-ended responses revealed numerous 
suggestions from experts on how to improve the indicators to better 
suit the Norwegian Grade 6 mathematics and science context. These 
suggestions were later analyzed by the focus group to adapt the 
instrument and provide recommendations for its future development 
and use.

RQ2: representativeness

Results round 1
Analysis of the responses from the first questionnaire round (see 

Table 2) revealed that experts in mathematics education agreed that, 
across all four dimensions, the sub-dimensions were representative of 
the overarching dimensions. Similar results were found when 
analyzing the responses of science experts. However, the median 
reveals that science experts agreed to a lesser extent than mathematics 
experts regarding personal learning, support, cognitive activation, and 

TABLE 1 Consensus criteria to assess the extent of agreement among 
experts.

Type of consensus Criteria

Positive agreement Mdn ≥ 3, frequency [3–4] ≥ 75%

Negative agreement Mdn ≤ 2, frequency [3–4] ≤ 25%

Disagreement Frequency [3–4] 25 to 75%

Mdn, Median.
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educational structuring. A median score of 3 indicates that these 
dimensions are “somewhat” represented by their respective 
sub-dimensions.

Conclusion and discussion of study 1

According to previously established consensus criteria, experts in 
this study largely agreed that the sub-dimensions and indicators 
provided by the TEDS-Instruct observation instrument appear 
relevant to strongly relevant for assessing teaching quality in 
Norwegian Grade 6 mathematics and science lessons. However, due 
to the small sample size, these findings should be  interpreted as 
preliminary, and further validation with a larger expert group, and 
including teachers, could clarify whether these findings hold 
more broadly.

One possible hypothesis is, that this finding might be a result of 
validating the content of the instrument in contexts that are relatively 
similar, such as Germany and Norway or across mathematics and 
science. In line with the notion that the conceptualization of teaching 
quality is shaped by societal and cultural values (Luoto, 2020; Pacheco, 
2009), we might expect less agreement in vastly different contexts. 
Nevertheless, we argue that the instrument could benefit from further 
development based on the recommendations provided by the experts 
through answering the open-ended questions. Incorporating these 
recommendations could improve the instrument’s relevance for 
assessing teaching quality in the new contexts. To this end, final 
adaptations and recommendations are provided at the end of 
this article.

However, there is also a drawback when adapting an existing 
instrument. While adapting an instrument can improve the relevance 
of the assessment, it also reduces the potential for cross-contextual and 
international comparisons. In the field of international comparative 
research, Clarke et al. (2012) refer to this trade-off as the ‘validity-
comparability compromise’. They argue that “pursuing 
commensurability by imposing general classificatory frameworks can 
misrepresent valued performances, school knowledge and classroom 
practice as these are conceived by each community and sacrifice 
validity in the interest of comparability” (Clarke et al., 2012, p. 171). 
While initially discussed as a theoretical concern in cross-cultural 
research, we  argue that this compromise also applies to cross-
contextual comparisons, such as across grade levels and subjects. 

Therefore, the current approach of adapting an instrument to new 
contexts might lead to a more relevant assessment of teaching quality, 
but at the expense of comparability. A possible solution would be to 
develop a set of ‘core practices’ that are shown to be stable across 
contexts alongside flexible, context-specific ones.

Moreover, an interesting finding of the current study was that 
experts predominantly discussed and referred to the indicators when 
asked about the relevance of the instrument in the new contexts. In 
responding to the open-ended questions, experts provided a 
substantial number of recommendations for modifying the indicators. 
This might be due to the indicators being more concrete and easier to 
suggest modifications for, or it could be that the indicators are more 
sensitive to context. Regardless, this provides an indication that while 
the dimensions and sub-dimensions are applicable to the new 
contexts, refining the indicators might be beneficial to better reflect 
the typical observable behaviors of the overarching sub-dimensions in 
the new contexts.

Finally, experts agreed that the sub-dimensions are 
representative of the overarching dimensions in both mathematics 
and science. However, the results also indicate that for personal 
learning support, cognitive activation, and educational structuring, 
the sub-dimensions are less representative of the overarching 
dimension in science than mathematics. A possible cause is the 
instrument initially being developed for mathematics lessons and 
thus more geared towards the subject of mathematics. In this case, 
the instrument might benefit from further development aimed at 
increasing the representativeness of the sub-dimensions to assess 
teaching quality in science lessons. This seems especially so for the 
dimension of educational structuring.

In conclusion, while these findings provide valuable insights, 
future studies with a larger and more diverse expert sample are needed 
to confirm and expand upon these results, further informing 
instrument adaptation for cross-contextual applications.

Study 2: generalizability

Together, Study 1 and 2 provide evidence of validity and 
reliability in relation to using the TEDS-Instruct observation 
instrument in the context of Norwegian primary school (Grade 
6) within science and mathematics. However, while Study 1 
evaluated the validity of the content of TEDS-Instruct, the current 

FIGURE 2

The iterative Delphi process.
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study utilizes this instrument to score video observations to 
evaluate its reliability. The goal of the present study is to 
investigate the reliability of the scores on the four dimensions of 
teaching quality using TEDS-Instruct. More specifically, 
we employ generalizability theory (GT) to investigate whether the 
scores adequately reflect variation across lessons and classrooms, 
whether the rater bias is high, whether the reliability is sufficient, 
and how all this differs between mathematics and science. 
We address this by asking the following research questions (RQs):

RQ1: What is the psychometric quality of the scoring of the four 
dimensions of teaching quality in terms of:

 (a) the share of variance attributed by differences across 
classrooms, lessons, segments, and raters?

 (b) relative (without rater bias) and absolute (with rater bias) 
reliability and standard errors of measurement?

RQ2: How do these variances, relative and absolute reliabilities 
and standard errors of measurement differ between mathematics 
and science?

Materials and methods

Generalizability theory
An important consideration when assessing teaching quality 

through classroom observations is how to ensure high score reliability 
and valid conclusions while allocating limited resources. To examine 
this, we employ generalizability theory (GT; Cronbach et al., 1972; 
Brennan, 2001) to explore to what extent scores obtained with our 
instrument reflect meaningful variation across classrooms and lessons 
and sufficient reliability. Based on these findings we  provide 
recommendations for future use of the instrument.

GT was developed specifically for complex measurement 
situations with many potential sources of variation, such as classrooms, 
lessons, or raters. This is often encountered in research employing 
classroom observations, and GT has successfully been used to analyze 
data for these purposes (e.g., Casabianca et al., 2013; Mashburn et al., 
2014). GT provides a fine-grained picture of reliability, which is done 
in two steps. In step one, the different sources of variation (such as 
rater bias or variation across classrooms) are investigated. For 
instruments used in classroom observations, it is useful to estimate the 
variance across classrooms, lessons, and raters. In studies examining 
teaching quality, the variance across classrooms would reflect the 
degree to which teaching quality differs from one classroom to the 

next. Large variation could reflect differences in teachers’ competence, 
differences in the classroom composition (some classrooms may 
be more difficult to teach than others), or a combination thereof. 
Variation across lessons within the same classrooms would reflect that 
teaching quality changes over time. Large variations across raters 
would reflect high rater bias and could indicate that more training or 
a higher number of raters is needed.

Step two in GT is based on the amount of variance identified from 
the different sources. If, for instance, the variance between raters is 
found to be large, one could decide to sample additional raters to 
control for measurement error in a follow-up study. Given the purpose 
of a study, one can estimate the overall reliability coefficient and 
standard errors of measurement with and without rater bias (i.e., some 
raters being stricter than others, such that they systematically assign 
lower scores throughout the scoring process). Rater bias can 
be problematic if scores are used for criterion-referenced decisions. 
However, it may be ignored in situations where only the rank ordering 
of lessons or classrooms is of interest (e.g., correlational studies). In 
our study, the relative standard error and reliability coefficient reflect 
estimates that ignore rater bias, while the absolute error includes rater 
bias. If there are large differences between raters, the absolute error 
would thus be much higher than the relative.2

Videotaped lessons
The data analyzed in this study are videotaped lessons collected 

for the Teachers’ Effect on Student Outcome (TESO) project. Data was 
obtained from nine schools and 15 classrooms from the Oslo 
metropolitan area in Norway in the autumn of 2019 and spring of 
2020. The 15 classrooms that were sampled, also participated in the 
large-scale assessment Trends in Mathematics and Science Study 
(TIMSS) in 2019. In each classroom, 1–6 mathematics and/or science 
lessons were videotaped over the course of several months. The length 
of the lessons varied between 24 and 106 min, and lessons were cut 
into, on average, 20-min segments for analysis (Schlesinger et  al., 
2018), as recommended in several studies (e.g., Mashburn et al., 2014). 
The sample size per subject can be found in Table 3. Nine teachers 
taught both mathematics and science.

2 In more precise and statistical terms, the relative error (Shavelson and Webb, 

1991) reflects the extent to which rank ordering of lessons is distorted (i.e., 

their relative standing). The absolute error is estimated if scores are compared 

to a certain cutoff value.

TABLE 2 Expert opinions on the extent to which the sub-dimensions of the TEDS-Instruct observation instrument adequately represent the 
overarching dimension.

Dimension Math Science

M (SD) Mdn [3–4] Cons. M (SD) Mdn [3–4] Cons.

Classroom management 3.8 (0.41) 4 100% PA 3.8 (0.41) 4 100% PA

Personal learning support 3.5 (0.55) 3.5 100% PA 2.8 (0.41) 3 83% PA

Cognitive activation 3.7 (0.52) 4 100% PA 3 (0.00) 3 100% PA

Educational structuring 3.8 (0.41) 4 100% PA 2.8 (0.41) 3 100% PA

N = 12 (n = 6 for each subject). M, Mean; SD, Standard Deviation; Mdn, Median, [3–4] = the percentage of experts who rated the sub-dimensions or indicators as either 3 “somewhat” or 4 “to 
a large extent.” Cons. = consensus according to predetermined criteria. Positive Agreement (PA): Median ≥ 3, [3–4] ≥ 75%. Negative Agreement (NA): Median ≤ 2, frequency [3–4] ≤ 25%. 
Disagreement (D): [3–4] ≤ 75% and ≥ 25%. Responses to the scale range from 1 to 4, with 1 being “not at all” and 4 being “to a large extent”.
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Measures and procedures
Rating the videos took place during three weeks in the summer of 

2023. We applied the TEDS-Instruct instrument comprising 21 items 
that were scored on a four-point Likert-type rating scale (ranging 
from 1 through 4). In the first week, raters were trained extensively by 
studying the rating manual, conducting video observations, and 
discussing the results with master raters. However, no benchmarks 
were applied. During the second week, the raters double-scored the 
first two segments of each lesson (a total of 30 segments in math, and 
26 in science). After double-scoring a lesson, the raters discussed their 
ratings among each other, but they did not have to agree on a score. 
In the third week, the ratings used in the current study were obtained 
by having each individual lesson scored by a single rater. A total of 
four raters scored the videos. All raters were student teachers in their 
third year or later within different science, technology, engineering, 
and mathematics (STEM) programs. Scores were assigned using 
Interact software (Mangold, 2023).

Statistical analysis
In a first step, we calculated the mean scores of each dimension 

(i.e., classroom management, personal learning support, cognitive 
activation, educational structuring). Second, we estimated descriptives 
and correlations on the dimension level (see Appendix Table  2). 
We  then applied GT (Cronbach et  al., 1972; Brennan, 2001) to 
estimate measurement error and reliability in our study. GT makes use 
of the linear mixed model to estimate variance components for each 
measurement facet of interest (Brennan, 2001). We estimated variance 
components for classrooms, lessons (i.e., the objects of measurement), 
lesson segments, and raters using the REML estimator from the free 
R package lme4 (Bates et  al., 2015). Separate GT analyses were 
performed for the two subjects and all teaching quality dimensions. 
They were compared across subject domains regarding absolute and 
relative error of measurement as well as reliability. The reliability 
coefficients were calculated correspondingly by taking either true 
variance over the sum of true variance and relative error variance, or 
true variance over the sum of true variance and absolute error 
variance. Reliability coefficients were interpreted similar as classical 
reliability coefficients: ≤ 0.5: low reliability, 0.5–0.70: moderate 
reliability, 0.70–0.9: good reliability, ≥ 0.90: excellent reliability 
(Cortina, 1993; Koo and Li, 2016).

Results

In the following, the results are presented in the order of the 
research questions.

RQ1(a) variance
Figure 3 presents the results of a variance decomposition for 

mathematics and science lessons. In mathematics classrooms, only 
small portions of variance are due to differences between classrooms. 

The share of total variance across classrooms is below 7 %, except for 
ES (which is about 33%). This suggests that teaching quality 
regarding classroom management, personal learning support, and 
cognitive activation is similar across the observed mathematics 
classrooms. However, lessons within classrooms in mathematics 
contribute largely to the total variability. Except for cognitive 
activation, the variances between lessons are between 24 and 33 
percent. Further sources of variance include segments and raters. 
We see that variability in scores attributed to segments was only 
substantial for classroom management (23%) and cognitive 
activation (10%), which suggests that personal learning support and 
educational structuring scores do not vary much during a lesson. 
Finally, we observe a large rater (main) effect for cognitive activation, 
which suggests that raters systematically vary in their strictness when 
scoring this dimension.

For science lessons and classrooms, the results point in a different 
direction. The share of total variance that is due to variation across 
classrooms is substantial for all dimensions (up to 57% for classroom 
management), but no variation between lessons within classrooms 
was observed. This suggests that raters assign similar scores to a 
classroom independent of the specific lessons that they scored. In 
other words, this means that scores are stable across lessons within a 
science classroom. What is more, little variation was found for 
segments within lessons (except personal learning support, approx. 
18%). This indicates that teaching quality is stable during a lesson. 
With regards to rater bias, only a small portion of variance was due to 
differences between raters in terms of classroom management and 
personal learning support, but the share was large for the other two 
dimensions. This might show that raters had more difficulties in 
assigning scores for cognitive activation and educational structuring.

RQ1(b) standard errors and reliability
Table 4 provides combined relative and absolute measurement 

error and reliabilities coefficients. The relative measures do not include 
rater bias, while the absolute does. We see that similar relative and 
absolute estimates are found for cases in which the portion of variance 
attributed to raters is low. For mathematics, all reliability coefficients 
can be considered sufficient except for cognitive activation. Which 
had low reliability.

For science, all dimensions reached good or even excellent 
reliabilities with regard to the relative estimates. The absolute estimates 
are sufficient but substantially lower and could be improved by, for 
example, having multiple raters rate the same lesson. This is especially 
the case for cognitive activation in both subjects, but also for 
educational structuring in science.

RQ2: comparisons between mathematics and 
science

Comparing the overall reliability between mathematics and science 
encompasses taking all the evidence from the variance components, 
standard errors, and reliability coefficients into account. The variance 

TABLE 3 Sample sizes by subject.

Schools Teachers Classrooms Lessons Segments

Mathematics N = 9 N = 15 N = 15 N = 24 N = 66

Science N = 8 N = 13 N = 13 N = 21 N = 55
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attributed to raters in science was highest for educational structuring and 
cognitive activation which resulted in lower absolute reliabilities. 
Cognitive activation stands out as having a high amount of variance 
attributed to raters in both subjects. However, while the absolute reliability 
for this dimension was acceptable for science (0.71), it was very low for 
mathematics (0.35), whereas educational structuring had high absolute 
reliability in mathematics.

Classroom management differed substantially between the two 
subjects. In mathematics, most of the variance in the scores were due 
to variance over lessons and segments, while most of the variance in 
scores in science were due to differences between classrooms. In spite 
of no rater bias in mathematics, the reliabilities are smaller, and 
standard errors larger, than in science for this dimension of teaching 
quality. The similarities and differences pointed out, will be discussed 
in light of the Norwegian context and previous research in the 
next section.

Conclusion and discussion of study 2

One of the main findings in study 2, is that a very small share of 
variance in mathematics could be attributed to variation between 

classrooms. Rather, the larger portion of variance was found between 
lessons. This finding is different from what was found in German 
studies (e.g., Jentsch et al., 2021a) and also different from the findings 
in science found in the current study. This could imply that differences 
between mathematics teachers’ competence is smaller than that 
between science teachers. Indeed, findings from the larger, 
representative sample of TIMSS 2019, show that mathematics teachers 
have better qualifications, more specialization, and participated three 
times more often in professional development activities (Mullis et al., 
2020). Moreover, these qualifications varied more between science 
teachers than mathematics teachers. Even though our sample is a 
sub-sample of TIMSS 2019, this could be a plausible explanation, and 
could also be observed in situ by those filming the lessons. In fact, the 
ratings of the mean overall teaching quality in mathematics for our 
sample was higher than those in science (see Appendix Table 2).

However, why the ratings mostly varied across lessons and 
segments in mathematics, in contrast to small variations across lessons 
and segments in science, is a more complicated question. It could 
be that high quality teaching is more sensitive to the composition of 
the classroom. In other words, it could be more difficult to maintain 
quality teaching over time and during a lesson in classrooms with 
many low SES students and students who do not speak Norwegian. 
Classroom management was the dimension that varied the most 
across lessons and segments in mathematics, and this dimension 
would probably also be most sensitive to the classroom composition.

It could, however, also be that mathematics lessons in the sample 
vary a lot in quality, and that more lessons are needed to capture more 
robust scores. In general, if scores mostly vary (much) between lessons 
within a classroom, this suggests that they are useful for giving 
feedback to teachers, for instance, but less so for long-term decisions, 
such as predicting student learning outcomes. This is because variance 
between classes or teachers most often is utilized when analyzing the 
effect of teaching quality on students’ learning outcomes. For science, 
a large proportion of the variance could be attributed to classrooms, 
whereas there was no variance that could be attributed to lessons. 
These findings suggest that the science scores could be useful for 

FIGURE 3

Variance components (in percentage) for the four dimensions of teaching quality in mathematics and science. CM, classroom management; PLS, 
personal learning support; CA, cognitive activation; ES, educational structuring.

TABLE 4 Standard errors and reliability.

Mathematics Science

CM PLS CA ES CM PLS CA ES

Standard error

  Relative 0.43 0.38 0.92 0.50 0.13 0.64 0.69 0.73

  Absolute 0.43 0.38 1.24 0.63 0.18 0.70 1.40 1.16

Reliability

  Relative 0.64 0.80 0.49 0.94 0.96 0.84 0.91 0.83

  Absolute 0.64 0.80 0.35 0.91 0.94 0.81 0.71 0.65

CM, classroom management; PLS, personal learning support; CA, cognitive activation; ES, 
educational structuring.
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long-term decisions, but not necessarily to give feedback to teachers 
regarding a single lesson.

Finally, we experienced higher amounts of rater bias in science 
than in mathematics, in the sense that some raters were stricter than 
others. The rater bias was high in educational structuring in science, 
and in cognitive activation in both subjects. There were further 
relatively large portions of residual variance. Although this does not 
necessarily affect score reliability, more research is needed (1) find 
ways to train raters most efficiently, and (2) look at other variables or 
measurement facets that might affect the results, particularly regarding 
cognitive activation in mathematics classrooms. Overall, the reliability 
of the instrument is sufficient for scoring in the context of Norwegian 
6th grade classrooms in science and mathematics, although cognitive 
activation in mathematics requires further work.

Final adaptations and 
recommendations

Adaptions made to the instrument

In the present investigation, both studies provided information on 
how to adapt and use the instrument in new contexts. In study 1, 
subject-matter experts provided recommendations for adapting the 
instrument further to be more relevant in its new contexts. Developing 
the instrument based on these recommendations could potentially 
improve the extent to which the instrument assesses teaching quality 
in a meaningful and relevant way in the new contexts. In addition, 
study 2 examined the functioning of the instrument in the new 
contexts. Recommendations based on these findings could potentially 
inform future applications of the instrument in research and practice.

To deal with this information, the first four authors of this paper 
came together again as a focus group to discuss the recommendations. 
The focus group met on six occasions for 1.5–2. hours. Based on 
information received through the open-ended questions in the Delphi 
study and information from the generalizability analysis, the focus 
group made adaptations to the instruments and its manual. In 
addition, the focus group concluded on recommendations for using 
and further developing TEDS-Instruct in Norwegian Grade 6 
mathematics and science lessons. A full overview of the adaptations 
made to the instrument and the updated version of the instrument can 
be found in the Supplementary materials. Future research will have to 
test the updated instrument and possibly develop it further. To this 
end, collecting additional validity evidence will be necessary to form 
a more complete validity argument.

Recommendations for further 
development

The current instrument assesses personal learning support, which 
is considered a component of a supportive classroom climate. 
Teaching practices related to emotional or social support are not 
explicitly included in the assessment of personal learning support. 
However, these forms of support are considered a key element in 
Norwegian classrooms. For further development, we would therefore 
recommend explicitly including such teaching practices in 
the instrument.

Moreover, the instrument was originally developed to assess 
teaching quality in mathematics lessons. Even though the current 
study has made several adaptions in order to use the instrument in 
science lessons, results from the Delphi study hinted at the need to 
include a more thorough assessment of subject-specific teaching 
practices in science. The generalizability study further confirmed these 
findings by providing evidence that educational structuring in science, 
in contrast to mathematics, was difficult to rate consistently across 
raters. Developing the instrument to be  more directed towards 
subject-specific science teaching — for example, by including 
measures assessing the “nature of science” or “inquiry” — could 
provide a more meaningful and relevant assessment of teaching 
quality in science lessons and more reliable scores.

Recommendations for using the 
instrument

Since subject-specific teaching practices in science might still 
be  underrepresented in the current instrument, it could 
be recommended to use the instrument together with an instrument 
developed for measuring subject-specific science practices (e.g., 
inquiry) such as ISIOP (Minner and DeLisi, 2012). Moreover, findings 
from the generalizability study indicate that it might be necessary to 
rate more lessons in mathematics than in science to obtain reliable 
scores. However, these findings should be confirmed by subsequent 
studies. In line with Praetorius et al. (2014), our results confirm that 
having multiple raters score cognitive activation is necessary to obtain 
reliable scores. Additionally, more focus on rating cognitive activation 
during the training might be beneficial. For example, by employing 
additional quality criteria, such as comparing scores in cognitive 
activation to a master rater score.

Strengths and limitations

A major strength of the current investigation is that it considers 
different sources of evidence to examine the validity and reliability of 
TEDS-Instruct in the new contexts.

The Delphi panel in study 1 consisted of a relatively small sample 
of experts, comprising six mathematics and six science education 
experts. The limited sample size may have contributed to the large 
amount of agreement among experts due to accidentally sampling 
experts with similar value systems. On the other hand, the panel 
represented a range of public educational institutions from across the 
country, ensuring a variety of perspectives. Consequently, future 
research taking a similar approach could increase the sample while 
aiming to keep a diverse panel. Additionally, the Delphi panel 
consisted solely of scholars, and future research could benefit from 
including teachers’ as experts. However, this might also lead to more 
disagreement as teachers could lack the theoretical knowledge on 
teaching quality. Despite these potential challenges, the Delphi 
technique can be a powerful approach to simultaneously validate and 
adapt an observation instrument to new contexts. In doing so, the 
adapted instrument better represents the communities view on 
teaching and learning.

In study 2, a meaningful inter-rater reliability coefficient could not 
be calculated or reported. This was due to the raters being given the 
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opportunity to discuss their scores with each other during the double 
scoring process in week 2, which compromised the independence of their 
ratings. Moreover, the small sample utilized in the generalizability study 
limited the statistical power. These constraints limited our ability to 
estimate models with more variables or interaction terms which likely 
would have provided more information. For example, including the time 
of the day the lessons were recorded as an extra variable in the GT analysis 
could prove insightful. Additionally, while the study focused on the four 
overarching dimensions of teaching quality, it is expected that variation 
differs between sub-dimensions as well. Furthermore, the lesson content 
is not standardized, and the sample of classrooms is expected to vary in 
several regards, e.g., background characteristics of the students, teacher 
qualifications. These contextual factors are not taken into account in the 
generalizability analysis but can have implications for the reliability 
estimates (White et al., 2022). Despite these limitations, we believe the 
results of the generalizability study to be valuable for gauging reliability 
and providing recommendations for the future use of the instrument in 
its new context. Findings from the study can increase the reliability of 
ratings in future studies, while decreasing costs associated with using 
observation instruments.
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