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The effective integration of Generative Artificial Intelligence (GenAI) into

educational practices holds promise for enhancing teaching and learning

processes. Examining faculty acceptance and use of GenAI implementation

can provide valuable insights into the conditions necessary for its successful

application. This study consisted of a survey to measure the acceptance and

use of GenAI in the educational practice of 208 faculty members at a private

university in Mexico. The survey instrument used integrates elements of the

Technology Acceptance Model (TAM) and the Theory of Reasoned Action

(TRA). The original questionnaire was translated into Spanish and validated

by experts to ensure reliability and validity in the new context. Overall,

acceptance dimensions obtained middle-high results. Behavioral intention

obtained the highest values whereas Subjective norm obtained the lowest

values. Significant differences in GenAI acceptance regarding faculty disciplines

and sociodemographics were not identified. Also, faculty GenAI acceptance

is positively moderate correlated with faculty GenAI use to produce text.

The identified acceptance level among faculty toward the use of GenAI in

educational environments leads to expect a promising future for its integration

into teaching and learning practices. In addition, further research on GenAI

integration for student use and the impact of faculty training on the effective

use of GenAI in educational settings are encouraged.

KEYWORDS

faculty, generative artificial intelligence, technology acceptance, educational
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1 Introduction

Research indicates that the effective introduction of innovative instructional
technologies in educational contexts is significantly influenced by teachers’ attitudes
(Kim and Kim, 2022). Additionally, the effective integration of Generative Artificial
Intelligence (GenAI) into educational practices holds promise for enhancing teaching and
learning processes (Kiryakova and Angelova, 2023). Thus, examining faculty acceptance of
GenAI implementation can provide valuable insights into the conditions necessary for its
successful application.

The primary challenges and limitations within education underscore the need for
shifts in faculty attitudes (Nikum, 2022). Therefore, gaining insights into the concerns
and perspectives of educators, who serve as critical implementers in educational settings, is
essential for fostering the integration of GenAI into educational environments (You, 2023).
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Furthermore, educational transformation demands a
comprehension of technologies, proficiency in their use, and
embracement of progress (Nikum, 2022). Faculty members must
acquire not only the technical skills required to operate technology,
but also the ability to effectively integrate it into their curricula.
Additionally, to be receptive to incorporating new technology into
their teaching practices, faculty members must comprehend the
instructional potentials it offers (Kim and Kim, 2022).

Before November 30, 2022, AI’s presence in daily life was often
subtle, embedded in smart devices perceived as simple tools aiding
everyday tasks. The introduction of ChatGPT by OpenAI marked a
significant shift, transforming AI from an indirect and secondary
tool into a tangible and accessible resource. This development
made AI’s benefits more apparent and immediate, particularly in
educational settings. With ChatGPT, the potential to revolutionize
education became clear, offering personalized learning, instant
access to information, and the ability to engage students in new,
interactive ways. However, as with any disruptive technology,
its integration also brought concerns, highlighting the need for
balanced and thoughtful implementation (García-Peñalvo, 2023).

Faculty are only beginning to immerse into the potential
pedagogical benefits offered by GenAI applications in supporting
learners. Consequently, there remains substantial territory for
faculty to pursue innovative and meaningful research and practice
with GenAI, aiming to achieve a significant impact on learning
outcomes (Zawacki-Richter et al., 2019).

1.1 Comparison studies of students’ and
faculty’s knowledge, usage and attitudes
on AI

Several studies have examined the acceptance and use of AI by
both faculty and students, revealing significant differences in their
perceptions. Nonetheless, these studies also underscore similarities
between faculty and students’ acceptance and use in certain aspects.

1.1.1 Acceptance
Faculty and students have a positive attitude toward AI

in learning (Hwang, 2022; Oluwadiya et al., 2023). Although
Ural Keleş and Aydın (2021) identified that students’ negative
perceptions about artificial intelligence concepts are more
significant than positive perceptions. Also, the majority of faculty
and students support AI’s inclusion in curriculum and their
practice (Ahmed et al., 2022; Swed et al., 2022). However, Sharma
et al. (2023) found students’ divided opinions on AI integration,
since students highlight concerns about overreliance on AI
(Sharma et al., 2023).

Overall, students’ and faculty’s enthusiasm about the potential
of AI slightly exceeds concerns about future risks. However, in
clinical environments students express more concern about AI
than faculty, not just for its integration in educational settings
but also for their integration in medical practice. A considerably
higher proportion of students, in comparison to faculty, hold
the belief that AI might dehumanize healthcare, make physicians
redundant, diminish their skills, and ultimately jeopardize patient
care (Oluwadiya et al., 2023). Nevertheless, a slight majority of

both faculty and students in medicine, harbor concerns about AI
potentially replacing their professions (Hwang, 2022).

The Technology Acceptance Model (TAM) and the Theory
of Reasoned Action (TRA) are widely used frameworks for
understanding and predicting user behavior toward technology and
new systems. TAM simplifies the complex process of technology
adoption into a model that includes perceived usefulness and
perceived ease of use as primary factors influencing the decision
to use a technology. It has been extensively validated and is known
for its strong predictive power regarding user acceptance and usage
behavior. It also can be easily adapted and extended to fit different
contexts and technologies (Gaber et al., 2023). By applying TAM, it
is expected to gain insights into faculty perceptions of AI’s benefits
and ease of integration into their academic routines. TRA is based
on the assumption that individuals are rational and make decisions
based on their attitudes and subjective norms. It also emphasizes
the role of intention in predicting behavior, which is relevant for
understanding how attitudes and social influences drive technology
adoption.

Compared to models like TPACK (Technological Pedagogical
Content Knowledge), which integrates technology into teaching
practice through the interaction of pedagogy and content (Mishra
and Koehler, 2006), TAM is better suited for examining individual
adoption of a specific tool or technology. Similarly, the Concerns-
Based Adoption Model (CBAM) focuses on the stages of concern
and levels of use among educators (Hall and Hord, 1987),
emphasizing adoption as a process rather than an outcome.

For this study, TAM provides an adaptable and concise
framework to explore faculty acceptance of GenAI in a higher
education context, mainly because it allows a focus on behavioral
intention and its relationship with PU, PEU, and attitudes. The
incorporation of TRA’s broader constructs, such as Subjective
Norm (SN), provides depth by examining social influences on
adoption. Also, by aligning TAM’s constructs with the context
of teaching practices, the study utilizes a framework tailored
to technology use, which is complementary to TPACK’s focus
on pedagogical integration and CBAM’s emphasis on adoption
stages. Therefore, this multi-framework perspective enriches the
discussion and places the study within a broader dialogue on
technology adoption in education.

1.1.2 Usage
Research exploring the adoption of AI among teachers and

students has primarily focused on the medical field. However, their
findings are not consistent. While Oluwadiya et al. (2023) identified
that students use AI tools more frequently than faculty, Swed et al.
(2022) found that residents and faculty have significantly more
practice of AI than students.

1.1.3 Knowledge
According to Hasan et al. (2024), students and educators

display an average level of knowledge. However, students
outperform faculty. In addition, Busch et al. (2024) identified
that students reported limited general knowledge of AI and felt
inadequately prepared to use AI in their future careers. Students
who had AI training as part of their regular courses have
reported better AI knowledge and felt more prepared to apply this
knowledge professionally.
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In medical settings, most faculty and medical students showed
a basic knowledge of AI, but only a minority of them were aware
of its medical applications (Swed et al., 2022; Sharma et al., 2023).
Additionally, the majority of them have not been taught about
any AI-related courses (Hwang, 2022). For example, in the study
conducted by Oluwadiya et al. (2023), less than 5% of both students
and faculty reported receiving AI training.

1.2 Faculty acceptance of AI

1.2.1 Attitudes
Research by Hamd et al. (2023), Hussain (2020), and Oluwadiya

et al. (2023) indicates that faculty generally hold a favorable
attitude toward the utilization of AI. For instance, Wang et al.
(2020) identified that they exhibit a readiness to integrate AI into
education, particularly in intelligent tutoring systems. Additionally,
faculty display overall positive attitudes toward incorporating
expert systems into curricula and teaching methods (Jarrah et al.,
2023). However, it’s significant that faculty with master’s degrees
tend to demonstrate higher positive attitudes compared to those
with doctorates (Jarrah et al., 2023).

Furthermore, faculty show positive attitudes toward the use
of GenAI in their practice (Hasan et al., 2024; Kiryakova and
Angelova, 2023). Overall, faculty express optimism and openness
regarding the integration of AI in education, recognizing its
potential benefits and opportunities to enhance teaching and
learning (Shamsuddinova et al., 2024; Zastudil et al., 2023).

1.2.2 Behavioral intention
A significant proportion of faculty have indicated their

intention to incorporate GenAI into their courses in the near future
(Shankar et al., 2023). The intention to use AI in education is
positively affected by factors such as AI performance expectancy,
effort expectancy, social influence, and facilitating conditions
(Ahmad et al., 2023).

1.2.3 Usefulness
Faculty consider GenAI as a useful tool. For instance, Al

Shakhoor et al. (2024) identified that faculty members perceived
chatbots as useful tools in higher education. Nevertheless,
the implementation of such technologies requires training and
preparation in order to achieve an optimal learning tool.

1.2.4 Opportunities
Faculty saw many opportunities for the use of GenAI to

enhance education. For example, faculty agree that advances in
GenAI are likely to change the instructional methods and barriers
for English language learners. Faculty think AI might extend their
limited time resources (Altun et al., 2024; Kiryakova and Angelova,
2023) and overcome language barriers (Alasadi and Baiz, 2023;
Morris, 2023).

1.3 Educational uses of AI

1.3.1 Intelligent tutoring systems
Furthermore, faculty see opportunities for language

models to yield a new class of intelligent tutoring systems

(Cardona et al., 2023). Such tools might provide students feedback
on their homework, giving detailed explanations of why a student’s
initial answer was wrong and assisting them in reaching a correct
solution independently (Alasadi and Baiz, 2023). Students could
ask a chatbot questions as a first option when questions arose, and
only need to visit faculty office hours if the chatbot were unable to
help sufficiently. Therefore, it may help to improve comprehension
of course materials (Morris, 2023).

1.3.2 Productivity
Faculty believe that generative models could be used to create

new, engaging lesson plans. Also, faculty members think GenAI
may promote time efficiency and productivity at lesson planning
(Altun et al., 2024; Morris, 2023). They perceive ChatGPT as
a means to provoke interest, activate and engage learners, and
stimulate their critical thinking and creativity (Kiryakova and
Angelova, 2023).

1.3.3 Personalized learning experiences and
adaptive learning materials

Besides, faculty highlight the potential of AI to enhance student
engagement through personalized learning experiences, adaptive
teaching methods, and interactive learning (Alasadi and Baiz, 2023;
Altun et al., 2024). They perceive AI as a tool that can assist
in tailoring learning pathways for students, especially in contexts
with large student populations and limited faculty availability.
Additionally, AI is seen as beneficial for providing students
with opportunities to practice their knowledge and skills in a
non-threatening environment; enabling continuous improvement
through feedback mechanisms (Shankar et al., 2023).

1.4 Concerns

The main concerns that faculty express on the use of GenAI
in educational settings are cheating, the provision of incorrect or
biased information and the decrease of students’ abilities.

1.4.1 Cheating
When considering the potential impact of Generative AI on

education, cheating emerges as a primary concern frequently
discussed by faculty (Alasadi and Baiz, 2023; Farrelly and Baker,
2023; You, 2023; Zastudil et al., 2023). Consequently, faculty
express concern regarding the unethical use of AI, which poses risks
to the integrity and fairness of assessment practices (Morris, 2023).
Also, there is a consensus among educators to regard the misuse of
AI as a form of plagiarism (Altun et al., 2024; Ibrahim et al., 2023).

Moreover, existing AI-text classifiers often struggle to
accurately identify the utilization of ChatGPT in academic
assignments. This challenge arises from their tendency
to misclassify human-written responses as AI-generated,
compounded by the fact that AI-generated text can be easily
manipulated to avoid detection through simple editing techniques
(Ibrahim et al., 2023).

1.4.2 Provision of incorrect or biased information
In a study conducted by Morris (2023), some participants

expressed concern that students might be exposed to factuality
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errors. In this sense, faculty show concern on outdated information,
misinformation risk, biased content, accuracy discrepancies as well
as inability to verify sources (Altun et al., 2024; You, 2023).

Hence, several instructors refer to the lack of trustworthiness of
responses from GenAI tools and its over-reliance as a significant
concern when considering students using these models in their
classes (Zastudil et al., 2023). The most severe problem according
to faculty is the danger that learners will completely trust ChatGPT
without checking the authenticity of the generated texts (Kiryakova
and Angelova, 2023). However, training and recommendations
on how to use such Generative Pre-trained Transformers (GPTs)
minimizes these concerns (UNESCO IESALC, 2023).

1.4.3 Decrease of abilities
Faculty are also concerned about AI negatively affecting the

acquisition of knowledge and skills (Kiryakova and Angelova, 2023)
due to previous issues such as the use of incorrect information and
cheating. They also reflect that its dependency may affect students’
problem-solving skills and critical thinking (Altun et al., 2024;
Morris, 2023). Besides, GenAI tools reduce the effort to write code
and find learning materials (Zastudil et al., 2023).

1.4.4 AI disadvantages
Some faculty argue that GenAI doesn’t offer that emotional

support or encouragement that students often need (Altun et al.,
2024). Although the previous study focuses on the hospitality
industry, Meng and Dai (2021) mentioned that emotional support
from chatbots and humans were effective in reducing people’s stress
and worry. Still, when humans and chatbots were compared as
a source of emotional support, human support led to a greater
perceived supportiveness than that from a chatbot.

1.5 AI acceptance across disciplines

By comparing GenAI acceptance across disciplines, there were
no significant differences in concern levels based on the faculty’
disciplines, but differences were observed based on their experience
and intention to use generative AI in their classes. Faculty who had
already used generative AI in their classes showed higher concerns
regarding the consequences of using GenAI (You, 2023).

1.5.1 Faculty usage of GenAI
You (2023) identified that the majority of faculty had some

experience with generative AI, but its educational use was limited.
However, faculty cite a lack of understanding and training in using
AI tools for instruction as one of the most important barriers to its
use (Shamsuddinova et al., 2024).

1.5.2 Faculty’s awareness and knowledge
The faculty members had a medium level of awareness and

a lack of education and training programs (Hamd et al., 2023).
Gaber et al. (2023) also revealed that there was no statistically
significant relationship between AI awareness (perceived capacity
to use AI applications) and technology acceptance among faculty
members. Furthermore, there exists a positive relationship between
AI awareness and digital competencies among faculty members.

Faculty members have limited experience using AI tools in their
practice. High income, a strong educational level and background,

and previous experience with technologies were predictors of
knowledge, attitudes, and practices toward using AI in their fields.
There is a positive correlation between knowledge about AI and
attitudes toward AI (Hasan et al., 2024).

1.5.3 Rationale for the study and research
questions

Studying faculty’s acceptance and use of GenAI may provide
insights into the readiness of educators to integrate GenAI tools
into their teaching practices and measure the potential of GenAI
in advancing pedagogical methods. This includes understanding
their willingness to adopt new technologies, adapt instructional
strategies, and invest time in learning how to effectively use GenAI
tools. Furthermore, researching faculty acceptance and usage allows
for the examination of the potential impact of GenAI on student
learning outcomes.

What’s more, studies on faculty acceptance and usage of GenAI
can help identify the professional development needs of educators
regarding GenAI integration. By understanding their skill gaps
and training requirements, institutions can design targeted training
programs to support faculty in effectively leveraging GenAI tools in
their teaching practices. Furthermore, by addressing these needs,
stakeholders can facilitate the successful implementation of GenAI
initiatives in educational contexts.

To this end, this study aimed to examine faculty’ acceptance
of the application of AI in their educational practice. The study
addressed the following research questions:

1. What is the level of acceptance among faculty regarding the
use of GenAI in their practice?

2. What is the relationship between GenAI acceptance and
Gender, Age, School, Years of experience and the Type of
Faculty?

3. To what extent have faculty used GenAI to create different
formats such as audio, images, text and video?

4. What is the relationship between the frequency of faculty’s
GenAI use and their acceptance of GenAI?

2 Materials and methods

2.1 Design

This research consisted of a survey to measure the acceptance
and the use of Generative Artificial Intelligence (GenAI) in the
educational practice of faculty.

2.2 Context and participants

The research population consists of all faculty members at
a private university in Monterrey, Mexico, which included 1,256
members. This university enrolls 10,253 students in 7 Schools and
47 professional programs. In this cross-sectional, non-experimental
study, the surveys were distributed to all faculty members through
the directors of the schools via email, and 208 members, from
various schools responded to the survey, obtaining a representative
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sample with a level of confidence of 95% and a margin error of
6.2%. As a way to recognize that changes and evolutions in the
educational field are issues that must be addressed today, this
university launched a strategic objective in 2023 to determine
the profiles of the faculty for the next generation, called the
Next Gen Faculty.

Participation was voluntary and informed consent by each
participant was obtained, and no ramifications or penalties
were imposed on individuals who chose not to participate. The
participants were told of the goal of this study before completing
the questionnaires and were also assured of confidentiality of any
information provided. Among them, 50% percent were females,
aged between 26 and 69 (M = 45.644, SD = 10.014), with an average
of 15 years of experience as educators (M = 15.428, SD = 9.938),
46.6% were full-time faculty members, 37% adjunct and 16.3% staff.

Faculty were diverse in their academic disciplines: Arts
and Design (19.7%), Health Sciences (18.8%), Engineering and
Technology (13.5%), Architecture and Habitat Sciences (13%),
Education and Humanities (12%), Business (12%), Law and Social
Sciences (9.6%), and Integral Education (1.4%).

2.3 Instrument

The Buabeng-Andoh (2018) questionnaire that integrates the
TAM and TRA was adapted and translated to Spanish to measure
the faculty’s intentions to use GenAI in their practice. Three experts
collaborated to review that the cultural and linguistic nuances were
respected. The applied instrument consisted of five constructs with
18 items in total: perceived usefulness (four items), perceived ease
of use (five items), attitudes toward use (three items), subjective
norm (three items), and behavioral intention (three items). Each
item was measured on a 5-point scale from Strongly Disagree (1)
to Strongly Agree (5). Sociodemographic items as type of faculty
(full-time, adjunct and staff), Gender, School, Age and Years of
experience were included in the administered Google form.

2.4 Procedure

The survey was distributed to all the faculty members to
ensure representativeness across faculties. The procedure involved
sending a link to the survey, hosted on Google Forms, to the
directors of the faculties (schools). The directors then forwarded
the survey to their respective faculty members with an invitation to
participate. On average, each professor required 20 min to answer
the questionnaire. Faculty members were reminded that their
participation was entirely voluntary and that they could withdraw
at any stage without providing a reason.

2.5 Data analysis

To assess the reliability of the research instrument, the degree
of consistency among the items of the research instrument and its
ability to measure the desired variables was verified. The values
of the internal consistency coefficient (Cronbach’s alpha) have
ranged between 0.812 and 0.956 among the dimensions: Perceived

usefulness (0.931), Perceived ease of use (0.812), Attitudes toward
use (0.910), Subjective norm (0.804), Behavioral intention (0.956).
The alpha value for the instrument items as a whole is 0.893.
Accordingly, all values are greater than the accepted standard for
reliability of 0.70, and this confirms the consistency among the
items of the research instrument. Normality was not confirmed
in any of the dimensions. Therefore, it was decided to use non-
parametric tests. Spearman’s Rho was employed to correlate faculty
GenAI acceptance dimensions with age. The Mann-Whitney U
test was used to relate faculty GenAI acceptance dimensions with
gender. Lastly, the Kruskal-Wallis H test was applied to analyze the
relationship between faculty GenAI acceptance dimensions and the
type of faculty and schools.

3 Results

To answer the study’s first question, "What is the level of
acceptance among faculty regarding the use of GenAI in their
practice?,” arithmetic means and standard deviations were used.
Figure 1 shows the means with the margin errors of each dimension
of GenAI acceptance. The results show that Behavioral intention
obtained the highest values with a mean of 4.069 and a standard
deviation of 1.026. Whereas the Subjective norm obtained the
lowest values with a mean of 3.269 and a standard deviation of 0.965
(Figure 1).

3.1 Faculty GenAI acceptance

The general mean of Perceived usefulness is 3.655 and the
standard deviation is 1.014. Furthermore, the values of the mean
for this dimension have ranged between 3.495 and 3.784. The
item stipulating “Using GenAI enables me to accomplish tasks
more quickly” is ranked first with a mean of 3.784 and a standard
deviation of 1.093, while the item stipulating “Using GenAI
improves my performance” is ranked last with a mean of 3.495 and
a standard deviation of 1.112 (Table 1).

Additionally, the general mean of Perceived ease of use is 3.41
and the standard deviation is 0.885. Besides, the values of the mean
for this dimension have ranged between 3.024 and 3.861. The item
stipulating “It is easy for me to become skillful at using GenAI” is
ranked first with a mean of 3.861 and a standard deviation of 1.038,
while the item stipulating “I have the knowledge necessary to use
GenAI” is ranked last with a mean of 3.024 and a standard deviation
of 1.21 (Table 1).

Meanwhile, the general mean of Attitudes toward use is 3.696
and the standard deviation is 1.086. Subsequently, the values of the
mean for this dimension have ranged between 3.668 and 3.716. The
item stipulating “I have positive feelings toward the use of GenAI” is
ranked first with a mean of 3.716 and a standard deviation of 1.117,
while the item stipulating “I like working with GenAI” is ranked last
with a mean of 3.668 and a standard deviation of 1.204 (Table 1).

The general mean of the Subjective norm is 3.269 and the
standard deviation is 0.965. The values of the mean for this
dimension have ranged between 2.913 and 3.466. The item
stipulating “People who are important to me will support me
to use GenAI” is ranked first with a mean of 3.466 and a
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FIGURE 1

Faculty’s acceptance of GenAI for educational purposes. Error bars represent one standard deviation.

TABLE 1 Description of faculty GenAI acceptance.

Dimension Item Mean SD

Perceived usefulness Using GenAI enables me to accomplish tasks more quickly 3.784 1.093

Using GenAI improves my performance 3.495 1.112

Using GenAI increases my productivity 3.740 1.077

Using GenAI enhances my effectiveness 3.601 1.171

Perceived usefulness (Total) 3.655 1.014

Perceived ease of use I find it easy to use GenAI to do what I want to do 3.423 1.185

My interaction with GenAI does not require much effort 3.433 1.230

It is easy for me to become skillful at using GenAI 3.861 1.038

I have control over GenAI 3.308 1.184

I have the knowledge necessary to use GenAI 3.024 1.210

Perceived ease of use (Total) 3.410 0.885

Attitudes toward use I look forward to those aspects of my job that require me to use GenAI 3.702 1.215

I like working with GenAI 3.668 1.204

I have positive feelings toward the use of GenAI 3.716 1.117

Attitudes toward use (Total) 3.696 1.086

Subjective norm People who influence my behavior think I should use GenAI 2.913 1.156

People who are important to me will support me to use GenAI 3.466 1.103

People whose views I respect support the use of GenAI 3.428 1.157

Subjective norm (Total) 3.269 0.965

Behavioral intention I intend to continue to use GenAI 3.957 1.126

I expect that I would use GenAI in future 4.125 1.047

I plan to use GenAI in future 4.125 1.037

Behavioral intention (Total) 4.069 1.026

standard deviation of 1.103, while the item stipulating “People
who influence my behavior think I should use GenAI” is ranked
last with a mean of 2.913 and a standard deviation of 1.156
(Table 1).

Thus, the general mean of Behavioral intention is 4.069 and
the standard deviation is 1.026. Also, the values of the mean for
this dimension have ranged between 3.957 and 4.069. The items
stipulating “I expect that I would use GenAI in future” along with
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“I plan to use GenAI in future” are ranked first with a mean of 4.125
and a standard deviation of 1.047 and 1.037, respectively, while the
item stipulating “I intent to continue to use GenAI” is ranked last
with a mean of 3.957 and a standard deviation of 1.126 (Table 1).

In general, results point out that the use of GenAI is not
expanded among faculty members yet. However, they have positive
attitudes toward its use. The data indicate that while there is a
general recognition of the benefits of GenAI, as evidenced by
the relatively high mean scores in the Perceived Usefulness and
Behavioral Intention dimensions, there are also areas where faculty
feel less confident, particularly in terms of their knowledge and ease
of use. This is seen in the lower mean scores for items such as “I
have the knowledge necessary to use GenAI” in the Perceived Ease
of Use dimension.

3.2 Relationship between faculty GenAI
acceptance and gender, age, year of
experience, type of faculty and school

To answer the study’s second question, "What is the
relationship between faculty GenAI acceptance and demographic
variables (gender, age, year of experience, type of faculty and
school)?” arithmetic means, Spearman’s rho and Mann-Whitney
test were used. Table 2 shows the Spearman’s rho correlation
between each dimension of GenAI acceptance and age. The results
show that the values of Spearman’s rho range between -0.071 and
0.036 and the significance levels varied between 0.306 and 0.656,
which is a non-statistically significant value at the probability level
of 0.05. As a consequence, there are no correlations between GenAI
acceptance and faculty’s age (Spearman’s Rho = -0.037; p = 0.591).

Table 2 shows the Spearman’s rho correlation between each
dimension of GenAI acceptance and years of teaching experience.
The results show that the values of Spearman’s rho range between -
0.082 and -0.021 and the significance levels varied between 0.239
and 0.765, which is a non-statistically significant value at the
probability level of 0.05. As a consequence, correlations between
faculty GenAI acceptance and their years of teaching experience
were not found (Spearman’s Rho = -0.061; p = 0.382).

Also, Table 2 shows the results of the Mann-Whitney test for the
difference between males and females with regard to faculty GenAI
acceptance dimensions. The results show that the value of W’s range
between 4979.5 and 5182 and the significance levels varied between
0.302 and 0.6, which are not statistically significant values at the
probability level of 0.05. As a consequence, there is not a significant
difference in GenAI acceptance according to gender (W = 5036.000;
p = 0.392).

Furthermore, Table 2 shows the results of the Kruskal-Wallis
test for the difference among the type of faculty (full-time, adjunct
and staff) with regard to faculty GenAI acceptance dimensions.
The results show that the value of H’s range between 1.291 and
6.920 and the significance levels varied between 0.075 and 0.731,
which are not statistically significant values at the probability level
of 0.05. As a consequence, there is not a significant difference in
GenAI acceptance according to the type of faculty (Statistic = 2.075;
p = 0.557).

Finally, Table 2 shows the results of the Kruskal-Wallis test for
the difference among the schools (Arts and Design, Health Sciences, T
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FIGURE 2

How often faculty have used GenAI to create audio, text, video or an image. From 1 (Never) to 5 (Frequently).

Engineering and Technology, Architecture and Habitat Sciences,
Education and Humanities, Business, Law and Social Sciences
and Integral Education) with regard to faculty GenAI acceptance
dimensions. The results show that the value of H’s range between
6.757 and 9.508 and the significance levels varied between 0.218 and
0.455, which are not statistically significant values at the probability
level of 0.05. As a consequence, there is not a significant difference
in GenAI acceptance dimensions according to the school they are
part of (Statistic = 8.543; p = 0.287).

3.3 Use of GenAI by type of product

To answer the study’s third question, "To what extent have
faculty used GenAI to create different formats such as audio,
images, text and video?” percentages of every element of the scale
were used. Figure 2 shows that text is the type of format more
frequently created by faculty when using GenAI (17.8 frequently
used), while 77% of faculty members have used GenAI to produce
text at least once.

Then, GenAI to produce images is used frequently by 10% of
the faculty, while 58.7% of faculty members have used GenAI to
produce images at least once. Furthermore, most of the educators
have never used GenAI to produce audio or video (69.7 and
68.8, respectively).

3.4 Relationship between the use of
GenAI and GenAI acceptance

To answer the study’s fourth question, “‘What is the
relationship between the frequency of faculty’s GenAI use and
their acceptance of GenAI?” Spearman’s rho correlations were
utilized. Table 3 shows the Spearman’s rho correlation between
the dimensions of GenAI acceptance and the frequency of GenAI
usage by type of format generated. The results show that there is
a significant positive correlation between the frequency in the use

of GenAI and its acceptance. These results persist for any type of
the formats generated by GenAI and for the different dimensions
of GenAI acceptance. Furthermore, the use of GenAI for producing
text has the strongest relationship with GenAI perceived usefulness,
perceived ease of use and behavioral intention.

4 Discussion

This study provides a comprehensive examination of faculty
acceptance, use, and knowledge of Generative AI (GenAI) in higher
education, offering insights into its implications for teaching and
learning. It is important to note that the findings align with
previous research while also highlighting key areas for further
exploration and institutional action.

4.1 Comparison between faculty and
students’ GenAI acceptance, use and
knowledge

Interestingly, the literature review revealed that faculty
members tend to have more positive perceptions regarding the
acceptance of GenAI compared to students. While students express
greater concern about overreliance on AI and its educational
and professional implications, faculty exhibit optimism regarding
GenAI’s potential in teaching. Regarding the frequency of GenAI
use, the results were inconsistent between faculty and students.

Studies by Garrote Jurado et al. (2023) emphasize the role of
AI in enhancing personalized learning and automating grading,
though they also caution against ethical challenges, such as the
risk of academic dishonesty through AI-generated assignments.
Both groups—faculty and students—share a basic understanding of
GenAI but lack formal training, underscoring the urgent need for
education programs that enhance their proficiency and confidence
in using these tools effectively.
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4.2 Faculty’s acceptance of GenAI

These results are in accordance with the findings from Ahmad
et al. (2023), Shankar et al. (2023), and Wang et al. (2020) as they
reveal willingness among faculty to use GenAI in the near future.
Also, behavioral intention was the strongest dimension of GenAI
acceptance in the present study, reflecting an openness to adopt
GenAI in educational contexts. Furthermore, previous studies
demonstrate the favorable attitudes that faculty have concerning the
use of AI in educational settings (Hamd et al., 2023; Hussain, 2020;
Oluwadiya et al., 2023), especially when supported by institutional
policies and resources.

This study confirms that faculty attitudes toward the use
of GenAI are specifically consistent with those studies on
AI. Nevertheless, conducting comparative analyses of digital
strategies employed across higher education institutions could
yield valuable insights into the factors associated with the
application of AI in education. This includes examining aspects
such as institutional openness toward technology, policies and the
availability of resources.

4.3 GenAI acceptance according to age,
gender, type of faculty, years of
experience and school

This study did not find significant differences on acceptance
dimensions according to faculty’s socio demographics and
characteristics. In accordance with You (2023), we did not find
significant differences in GenAI acceptance regarding faculty
disciplines and we did find significant correlations between faculty’s
GenAI acceptance and their experience using GenAI.

4.4 Use of GenAI

This study’s results are also in accordance with You (2023) since
the majority of faculty expressed that they have used GenAI at least
to create text. As expected, faculty mainly use GenAI to create text.
On top of that, results on the use of GenAI to generate images are
highlighted, since they did not differ so much from results for text.
Rather, there is a clear distinction between the frequency in creation
of text and images in contrast with the generation of video and
audio. This trend may shift with the increasing accessibility of new
generative AI tools in the coming years.

4.5 Relationship between the use of
GenAI and GenAI acceptance

Overall, faculty GenAI acceptance is significantly correlated
with the use of GenAI. Furthermore, it is highlighted that, among
the types of formats, faculty’s use of GenAI to create text is
the strongest predictor of faculty acceptance in the usage of
GenAI for educational purposes. These results are also consistent
with the findings from You (2023), which indicate significant
differences in faculty concerns on AI according to their usage of AI.
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However, it is not clear how these variables influence each other.
The relationship between GenAI acceptance and usage appears
to be complex and potentially bidirectional. However, it remains
uncertain whether increased acceptance leads to greater usage, or if
more frequent use results in higher acceptance levels.

5 Conclusion

The high level of acceptance among faculty toward the
use of Generative Artificial Intelligence (GenAI) in educational
environments indicates a promising future for its integration into
teaching and learning practices. It is crucial to emphasize that
this represents the preliminary sketch of the broader framework.
For instance, further research may distinguish between faculty
use of GenAI and faculty integration of GenAI for student use.
In addition, some other future perspectives should be considered
such as the institutional policies or individual factors that
allowed faculty to either integrate GenAI into their practice or
for student use.

Furthermore, research initiatives aimed at evaluating the
impact of faculty training on the effectiveness of GenAI use
in educational settings should be promoted. Studies assessing
changes in teaching practices and overall educational experiences
may provide valuable insights into the benefits and limitations
of GenAI integration. Also, targeted interventions to enhance
faculty skills and knowledge, combined with encouraging peer
support, may further facilitate the integration of GenAI in
educational settings. However, the focus on faculty perspectives
overlooks the broader ecosystem of students and administrators,
whose roles are needed for effective GenAI integration. It is also
important to note that the study did not distinguish between
personal use and pedagogical integration of GenAI, nor did it
immerse into ethical challenges or institutional policies that might
influence adoption.

This study contributes to the understanding of the dynamics
surrounding faculty engagement with GenAI in higher education.
By identifying the drivers and barriers shaping faculty attitudes
and behaviors toward GenAI, the results provide valuable insights
for educational policymakers, administrators, and practitioners
seeking to harness the full potential of AI technologies in teaching
and learning contexts.

Consequently, this research pretends to underscore the
need for ongoing dialogue and collaboration between faculty,
administrators, technologists, and ethicists to navigate the complex
ethical, pedagogical, and practical considerations associated with
GenAI adoption in higher education. By fostering interdisciplinary
collaboration and encouraging a culture of ethical reflection,
universities can harness the transformative potential of GenAI
while safeguarding against potential risks and difficulties. However,
it is important to note that the participants in this study are
from a single university in Mexico which highlights the need for
further research to understand GenAI acceptance across diverse
educational contexts.
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