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The emergence of generative AI in education introduces both opportunities and 
challenges, especially in student assessment. This paper explores the transformative 
influence of generative AI on assessment practices, drawing from recent training 
workshops conducted with educators in the Global South. It examines how 
AI can enrich traditional assessment approaches by fostering critical thinking, 
creativity, and collaboration. The paper introduces innovative frameworks, such as 
AI-resistant assessments and the Process-Product Assessment Approach, which 
emphasize evaluating not only the final product but also the student’s interaction 
with AI tools throughout their learning journey. Additionally, it provides practical 
strategies for integrating AI into assessments, underscoring the ethical use and 
preservation of academic integrity. Addressing the complexities of AI adoption, 
including concerns around academic misconduct, this paper equips educators 
with tools to navigate the intricacies of human-AI collaboration in learning settings. 
Finally, it discusses the significance of institutional policies for guiding the ethical 
use of AI and offers recommendations for faculty development to align with the 
evolving educational landscape.
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The role of generative AI in educational assessment

Generative AI (Gen AI) has undergone significant advancements, transforming from 
simple text generation tools into highly sophisticated systems capable of producing human-
like content across a broad spectrum of domains (Feuerriegel et al., 2024). With the emergence 
of advanced models like GPT-40 and the GPT-01 preview model, AI is now able to perform a 
range of complex tasks, including text analysis and natural language understanding, and it 
even demonstrates creativity in writing and problem solving (Shahriar et al., 2024). This leap 
in AI capabilities has opened up exciting new possibilities for its integration into education, 
particularly in the areas of providing feedback and enhancing assessment processes.

In the past year, the rapid development and increasing power of generative AI tools have 
sparked a revolution in education. These tools have enabled educators to devise innovative 
teaching strategies and redesign student tasks to better meet the demands of the AI era (Khlaif 
et al., 2023). As a result, there is a growing movement among decision makers, educators, 
practitioners, and researchers aimed at exploring how generative AI can be integrated into 
both higher and public education systems, creating opportunities for significant advancements 
across a variety of educational contexts (Noroozi et al., 2024).

Within education, generative AI is proving to be much more than a tool for administrative 
efficiency; it is opening new doors for improving student engagement and transforming the way 
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learning is assessed. Furthermore, generative AI is becoming a point of 
competition among higher education institutions that strive to meet 
global goals such as the United Nations’ Sustainable Development 
Goals (SDGs), particularly SDG 4 (quality education) and SDG 5 
(gender equality) (George and Wooden, 2023; Pisica et al., 2023).

However, despite these promising advancements, significant 
challenges remain in the process of integrating AI into higher education. 
Based on the author’s experience, supported by numerous studies, these 
challenges are not limited to financial costs. Rather, a critical issue lies 
in the attitudes and perspectives of the academic community, which are 
often accompanied by a lack of clear vision and strategy within higher 
education institutions, particularly in many countries of the Global 
South (Bozkurt et al., 2023; Jin et al., 2024). Even though UNESCO has 
published guidelines (Holmes and Miao, 2023) to assist decision makers 
in these regions, progress in AI adoption remains slow. While individual 
initiatives, such as professional development workshops, attempt to 
address these gaps and integrate AI into educational practices, many 
countries continue to lag behind despite these efforts.

Thus, while generative AI offers tremendous potential for 
reshaping education and advancing institutional goals, its full 
integration will require overcoming not only technical and financial 
barriers but also addressing the broader academic and structural 
challenges that persist, especially in less-resourced regions.

Assessment has always been a cornerstone of the educational 
process. It serves as a critical mechanism to measure learning outcomes, 
provide feedback, and ensure that educational goals are met (Botuzova 
et  al., 2023). The development of traditional assessments, from 
standardized tests and exams to authentic assessments and the emerging 
new flipped-assessment approach, continues in light of technological 
advancements and emerging teaching strategies (Aziz et al., 2020). Such 
developments aim to align with 21st-century skills and enhance the 
quality of education, thereby meeting one of the sustainability goals.

Addressing the gaps in AI-driven 
assessment research

While the use of AI in education has been explored extensively in 
areas such as personalized learning, instructional design, and 
administrative automation, there exists a significant gap in 
understanding how generative AI can be integrated into assessment 
practices, particularly in higher education. Most current research 
focuses on the application of AI to automate grading or provide 
instant feedback, but there is limited research on how AI can 
transform the nature of assessments themselves. Additionally, much 
of the discourse around AI in education has been concentrated in the 
Global North, with insufficient attention paid to how these 
technologies can be  adapted and implemented in Global South 
contexts, where resource constraints and educational challenges differ. 
This paper addresses these gaps by exploring how generative AI can 
be  harnessed to rethink assessment methods, focusing on early 
adopters in the Global South and their diverse academic fields, such 
as medical education, humanities, and engineering.

Rethinking assessment strategies with AI

The purpose of this paper is to provide a comprehensive 
framework for rethinking assessment in the era of generative AI, 

drawing on both theoretical insights and practical experiences from 
workshops conducted with faculty members in higher education. By 
examining how generative AI can be  integrated into assessment 
strategies, this paper aims to offer educators, particularly in the Global 
South, practical solutions for designing more meaningful, 
AI-enhanced assessments that align with modern educational needs. 
Furthermore, the present paper will highlight how these assessments 
can promote the development of higher-order thinking skills, 
encourage creativity, and provide more equitable and scalable 
solutions to challenges faced by educators worldwide. Through this 
exploration, this paper seeks to contribute to the ongoing dialog about 
the future of assessment in an AI-driven society.

Key insights from AI assessment workshops

During the last year, the author designed and delivered a series of 
comprehensive training workshops and public lectures aimed at 
rethinking educational assessment in the age of artificial intelligence 
(AI). These sessions were conducted both in-person and online, 
bringing together 333 educators from various countries. The 
workshops were offered in both Arabic and English to accommodate 
the diverse linguistic backgrounds of the attendees. These sessions 
focused on equipping educators with theoretical insights and practical 
tools to redesign student assignments, fostering critical thinking, 
creativity, and ethical AI use in the classroom. Table 1 presents the 
demographic information of the participants in the 
training workshops.

The workshops were structured into two key components: 
theoretical discussions and practical applications. In the theoretical 
part, the author explored cutting-edge models and frameworks for 
assessing student work in the context of AI. One of the key models 
introduced was the AI Task Assessment Scale, a tool designed to 
help educators systematically evaluate student performance in 
assignments that incorporate AI tools. Another major framework 
discussed was the Process-Product Assessment Model, an emerging 
approach that not only assesses the final product of student work 
but also evaluates the quality of the steps students take during the 
process. This includes how they develop AI prompts and 
collaborate with AI tools throughout their learning journeys. This 
shift in assessment philosophy places greater emphasis on 
human-AI interaction, which offers educators a richer and more 
comprehensive understanding of student learning and critical-
thinking processes.

In the practical component, educators engaged in hands-on 
activities to design AI-resistant assignments. This approach aligns 
with the AI-Resistance Assessment Scale (AIAS), which the author 
developed to guide educators in creating tasks that promote critical 
engagement and ethical AI use. Educators explored various ways to 
encourage students to use generative AI tools constructively, 
particularly during the brainstorming phase of assignments. This 
method of integrating AI into the learning process ensures that 
students remain responsible for the content generated by AI, fostering 
accountability and deepening their understanding of the material. By 
encouraging students to develop AI prompts carefully and strategically, 
educators can assess the cognitive processes involved in human-AI 
collaboration rather than just focusing on the output.

A central theme of the workshops was the Process-Product 
Approach, which was discussed extensively as a new and emerging 
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method of assessment. Educators were trained to use this approach to 
evaluate both the quality of the final product and the process that led 
to it. This includes assessing the interactivity between students and AI, 
as well as the steps students take in developing effective prompts. The 
aim was to help educators design tasks that allow for a detailed 
evaluation of human-AI collaboration, ensuring that students engage 
critically with AI tools rather than use them passively. This focus on 
the process helps educators identify the depth of student 
understanding and decision making during their assignments.

As the educators engaged in these discussions, they reflected on 
ways to incorporate AI into student work while fostering critical 
thinking. One key suggestion was to allow students to use generative 
AI during the brainstorming and proofreading stages of their 
assignments. However, to ensure that students critically engage with 
the AI-generated content, educators recommended requiring students 

to write a reflection paper about their experiences using AI in course 
projects. This reflection would not only detail the students’ 
interactions with AI but also include a critique of the ideas and 
content generated by the tools. The purpose of this approach is to 
equip students with critical-thinking skills and foster the development 
of essential 21st-century skills such as problem solving, ethical 
decision making, and the ability to assess the credibility of 
AI-generated information.

Educators were particularly interested in designing a variety of 
AI-resistant tasks, which refer to assignments structured to minimize 
the risk of over-reliance on AI-generated content. These tasks require 
students to engage deeply with the subject matter, ensuring that they 
contribute their own insights and creativity while using AI as a 
supportive tool rather than a replacement for original thought. 
Emphasis was placed on designing assignments that challenge 
students to use AI ethically, critically, and responsibly. By requiring 
students to validate and reflect on AI outputs, educators can assess not 
only the final product but also how effectively students navigate the 
complexities of human-AI collaboration.

During the workshops, educators raised concerns about the 
implications of generative AI on academic integrity. Many feared that 
AI might dilute the originality of student work or lead to plagiarism. 
To address these concerns, we discussed strategies for shifting the 
focus of assessment from the final product to the learning process 
itself. By assessing the quality of the interactions between students and 
AI, educators can maintain academic integrity while still embracing 
the potential benefits of AI. Tasks that require problem solving, critical 
thinking, and creativity were highlighted as particularly resistant to AI 
overreach, as they demand original input from students and cannot 
be fully automated.

One of the key insights that emerged from these discussions was 
the need for authentic assessment, meaning assignments that reflect 
real-world challenges and require students to apply their knowledge 
in complex, context-rich situations. These tasks make it more difficult 
for students to rely entirely on AI-generated content, as they require 
critical thinking, collaboration, and ethical reasoning. This shift 
toward authentic and process-based assessments allows educators to 
better evaluate student learning in a way that safeguards academic 
integrity while fostering deeper engagement with the course material.

Looking ahead, the author plans to publish a detailed guide for 
teachers and academics on how to design AI-resistant assessments 
using the AI-Resistance Assessment Scale (AIAS). This guide will 
provide educators with practical strategies for creating tasks that 
enhance critical thinking, creativity, and ethical AI use. In the meantime, 
educators can begin applying the concepts discussed in the workshops 
by using the AI Task Assessment Scale to navigate the integration of AI 
into their teaching while maintaining the integrity of student learning.

In conclusion, these training workshops offered more than just 
theoretical insights; they provided a platform for educators from 
diverse backgrounds to collaboratively rethink the future of 
educational assessment in the age of AI. By focusing on critical 
thinking, human-AI collaboration, and ethical responsibility, educators 
are now better equipped to design assessments that are not only 
resistant to the misuse of AI but also promote deeper, more meaningful 
student learning. These workshops laid the foundation for educators 
to harness the potential of AI while safeguarding the essential values 
of creativity, originality, and academic integrity in education.

TABLE 1 Demographic information of the participants in the training 
workshops.

Variable Frequency %

Gender Male 203 60.9

Female 130 39.1

Age (Years)

25–35 121 36.3

36–45 115 34.5

46–55 67 20.1

56+ 30 9.1

Frequency of 

using Gen AI

Daily 170 51.1

Weekly 128 38.4

Monthly 25 7.5

Occasionally 10 3

Education level of 

educators’ 

students*

Undergraduate level 180 54.1

Master’s level 103 30.9

PhD level 50 15

Discipline

Medical sciences education 55 16.5

Humanities and educational 

sciences

71 21.3

Engineering sciences 64 19.2

Social sciences 33 9.9

Natural sciences (Physics, 

Math…)

47 14.2

Business and communication 63 18.9

Country

Palestine 50 15

Egypt 40 12.

Saudi Arabia 25 7.5

Iraq 65 19.5

Jordan 10 3

UAE 18 5.4

Malaysia 22 6.6

South Africa 63 18.9

Morocco 28 8.4

Algeria 12 3.6
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Open discussions: sharing best practices 
and experiences

After each training session, educators engaged in open discussions 
where they exchanged best practices for integrating AI into teaching 
and professional development. These conversations allowed faculty 
members to reflect on their individual experiences and learn from 
their colleagues’ diverse approaches. The collaborative environment 
fostered an exchange of practical resources, including AI-based 
activities and assignments. By sharing these resources, educators were 
able to explore the broad potential of generative AI tools and consider 
how to implement them effectively within their individual teaching 
contexts. This peer-to-peer learning was crucial in expanding 
educators’ understanding of AI’s applications in education.

Redesigning assessments for the AI era

One of the most critical points of discussion during the workshops 
was the need to redesign student assessments to align with the realities 
of the AI era. Faculty explored strategies for adapting assessments that 
not only integrate AI tools but also ensure students are challenged in 
ways that AI cannot easily replicate. For instance, they emphasized 
context-specific solutions tailored to their disciplines and the unique 
challenges of their institutions. These discussions underscored the 
importance of designing assessments that encourage deeper 
engagement with the subject matter, creativity, and the development 
of critical-thinking skills. The focus was on moving beyond rote 
learning and creating tasks that would require students to demonstrate 
higher-order thinking, problem-solving abilities, and ethical decision 
making in their interactions with AI tools.

Institutional policy and vision: the path 
forward

A recurring theme throughout the workshops was the necessity 
of establishing a clear institutional vision and policy regarding the 
integration of AI into both teaching and research. Educators agreed 
that institutions must provide clear guidance on how AI should 
be  used, with policies that encompass both the educational and 
research contexts. As noted by Pedro et al. (2019), such policies are 
essential for fostering positive attitudes toward AI and encouraging 
educators to adopt these tools in thoughtful and productive ways.

Moreover, institutions with well-defined AI policies can play a 
pivotal role in raising awareness about AI literacy and competencies. 
Faculty and students alike need a structured framework to navigate 
the ethical and practical implications of using AI in their academic 
work. As Spivakovsky et al. (2023) highlighted, these policies can help 
build a more informed academic community which is capable of 
leveraging AI’s benefits while being mindful of its challenges.

Policy development for AI-enhanced 
courses: addressing assessment challenges

Another key takeaway from the workshops was the importance of 
developing policies specifically for AI-enhanced courses, with 

particular focus given to addressing assessment-related challenges. 
Such policies can provide students with clear guidelines on when and 
how to use AI tools in their coursework. By setting clear boundaries, 
these policies enhance students’ understanding of the ethical 
implications of AI use, ensuring that the technology is 
applied responsibly.

Faculty members also discussed the importance of balancing AI’s 
benefits with the need to preserve the authenticity of student work. A 
well-crafted policy framework would empower educators to manage 
AI’s use effectively, reducing concerns about cheating and misuse. For 
example, a few educators reported creating GPT models for their 
courses, uploading lecture content, and using the tool to generate both 
closed and open-ended questions. While some colleagues appreciated 
this practice, others criticized it, noting that AI-generated questions 
were sometimes repetitive or misaligned with course material. These 
conversations highlighted the need for a thoughtful, well-monitored 
approach to integrating AI in assessments.

Human-AI collaboration: redefining 
student assignments

A recurring theme in the workshops was the importance of 
viewing AI as a collaborative tool that supports, rather than replaces, 
student learning. Some educators shared their experience using 
generative AI to help design assignments or generate initial ideas for 
tasks. These assignments were structured around the AI-Resistance 
Assessment Scale (Petihakis et al., 2024), which encourages students 
to engage critically with AI tools for brainstorming, idea generation, 
proofreading, and project development.

Educators suggested linking this AI assessment scale to Bloom’s 
Taxonomy (Forehand, 2010) to ensure a deeper alignment with 
educational objectives. This integration encourages students to reflect 
on the ideas generated by AI, compare them with their own thoughts, 
and improve their critical-thinking skills. By combining AI-supported 
tasks with a clear course policy, students are guided to use AI 
responsibly while deepening their understanding of the subject matter.

Product-process assessment: emphasizing 
critical engagement with AI

During the workshop discussions, the facilitator introduced the 
concept of Product-Process Assessment as an emerging evaluation 
approach that shifts the focus from the final product to the process 
involved in completing a task. This approach is particularly relevant 
in the context of human-AI collaboration, where the interaction 
between the learner and AI tools becomes a vital component of 
the assessment.

The Product-Process Assessment method evaluates how students 
develop prompts to guide AI tools and how they collaborate with AI 
throughout the learning journey. This model encourages educators to 
assess not only the final output but also the decisions students make 
during the process. Faculty members were encouraged to involve 
students in the development of evaluation rubrics, creating a 
partnership in the assessment process. This collaborative approach 
allows students to critically engage with AI-generated content, refining 
their initial ideas based on comparison and critical reflection.
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AI and authentic assessments: real-world 
applications in education

Another significant topic covered during the workshops was 
the role of AI in fostering authentic assessments which focus on 
real-world tasks and applications. Authentic assessments differ 
from traditional tests by requiring students to apply their 
knowledge in practical, context-rich scenarios which reflect the 
complexities they will encounter in professional settings (Fatima 
et al., 2024; Thanh et al., 2023). Xia et al. (2024) emphasized the 
importance of authentic assessment in the AI era, where tools like 
ChatGPT can challenge students’ beliefs and promote critical 
thinking. In this context, students demonstrate their understanding 
by applying their knowledge to evaluate complex cases generated 
by ChatGPT. Moving beyond traditional knowledge-based 
assessments, there is a growing need to focus on problem solving, 
data interpretation, and case-study-based questions. This 
highlights the significance of carefully designing new assessment 
strategies that prioritize the learning process, cultivate higher-
order thinking, and immerse students in meaningful, real-
world tasks.

For example, instead of a traditional essay, educators might ask 
students to create podcasts, develop multimedia presentations, or 
solve real-world problems using AI tools. These assessments foster 
creativity, collaboration, and critical thinking, promoting higher-order 
skills that are essential in an AI-driven world.

An educator in the Faculty of Humanities and Educational 
Sciences developed the following authentic assessment for 
her students:

“Develop a comprehensive marketing campaign for a new product. 
Please integrate AI level 2 for brainstorming and generating ideas, 
then critique the generated ideas by AI tool.”

In the business field, an educator provided the following example:

“Develop a sales strategy for a new generative AI tool designed to 
assist academic writing in a student’s area of interest.”

Another educator in medical education, specifically nursing, 
provided the following:

Create a comprehensive nursing care plan for a patient with a 
specific set of health issues (e.g., a diabetic patient with hypertension 
and a risk of stroke).

AI-resistant assessments: a new approach 
to preserving academic integrity

AI-resistant assessments have emerged as a critical approach in 
the AI era, particularly as educators grapple with concerns about 
academic integrity (Khlaif et al., 2024b). The rise of generative AI has 
made it easier for students to produce automated content, increasing 
the risk of plagiarism and over-reliance on AI-generated outputs. To 
counter these challenges, educators and researchers have introduced 
AI-resistant assessments designed to minimize the risk of students 
misusing AI tools while still leveraging AI for productive learning.

The central idea behind AI-resistant assessments is to create tasks 
that cannot be solved easily by AI, encouraging deeper engagement 
from students. This type of assessment typically requires higher-order 
thinking skills such as critical analysis, creativity, and problem 
solving—areas in which AI struggles to fully replicate human abilities. 
Additionally, AI-resistant assessments focus on the process of learning 
rather than just the final product. This means that students are 
evaluated based on their interactions with AI tools, including how 
they develop prompts, refine their ideas, and critically engage with 
AI-generated content.

The purpose of reflective writing is to assess learners’ ability to 
connect theoretical skills and knowledge with individual 
experiences, fostering critical thinking and self-awareness 
(Sudirman et  al., 2021). In reflection writing, students are 
encouraged to use AI tools to brainstorm ideas, generate drafts, or 
receive feedback on their work. However, rather than submitting 
AI-generated content directly, students are required to write a 
reflection on how they used AI and detail the specific prompts they 
used, their rationale for selecting certain AI-generated content, and 
how they modified or critiqued the AI’s suggestions. Therefore, 
reflective writing serves as an excellent AI-resistant form of 
assessment because it involves personal, subjective experiences that 
are challenging for AI to replicate. Since reflective writing requires 
self-reflection and connections to individual experiences, the 
authenticity and originality of the student’s thoughts are essential 
(Zeng et al., 2024). Reflection writing is considered an AI-resistant 
assessment for the following justifications, as reported by the 
majority of the educators in the training sessions:

 • Personalization: Reflective assignments will encourage students 
to share their unique experiences and interpretations, which 
reduces the risk of AI-generated responses.

 • Critical thinking: They foster critical thinking and analysis skills 
that go beyond factual recall or synthesis, which AI might 
generate easily.

 • Process documentation: Students are often asked to document 
their thought processes and revisions, making it difficult for AI 
to substitute original, evolving reflections.

 • Ethical considerations: In fields like medicine, reflective practice 
is tied to professional development and empathy, involving 
inherently human qualities.

For further clarification, a faculty member from medical 
education presented an example of reflected writing in her course and 
the rubric (Table 2) she used to evaluate her students’ final work.

This reflective component forces students to engage critically with 
AI, ensuring they remain responsible for the final product. All of these 
are based on a rubric developed by the educators. She reported that: 
“In my field of teaching, medical education, I use reflective writing to 
assess the students’ responses to real-life clinical experiences.”

Here is the example relating to medical education:

Assignment title: Reflective essay on handling ethical dilemmas 
in clinical practice

 • Instructions: Write a 1,500-word reflective essay about an ethical 
dilemma you  encountered or observed during your clinical 
practice. Describe the situation, the ethical conflict, and the 
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resolution, if any. Reflect on your emotions, the challenges faced, 
and how this experience has influenced your professional growth.

 • Objective: Encourage students to connect their theoretical 
knowledge of medical ethics with real-world experiences and 
reflect on their personal development.

 • Expected outcome: Students will demonstrate their 
understanding of ethical principles (e.g., autonomy, beneficence) 
and their application in clinical settings.

Discussion

The findings from the training workshops connect directly with 
UNESCO’s AI guidelines for education and research (Holmes and 
Miao, 2023), as well as align with recent academic research on the 
transformative potential of AI in educational settings (Moorhouse 
et al., 2023; Xia et al., 2024). This alignment is evident in several key 
areas: ethical AI use, inclusivity, the enhancement of educational 
quality, teacher development, and institutional policy frameworks.

Ethical use of AI in assessment

The emphasis on AI-resistant assessments and the ethical use of 
AI in education mirrors UNESCO’s advocacy for human-centric AI 
integration that ensures fairness, transparency, and academic integrity 
(Holmes and Miao, 2023; Moorhouse et al., 2023). The workshops’ 
focus on fostering critical thinking and ethical considerations in AI 
usage, particularly in assessment, supports recent findings that stress 
the need for ethical deployment of AI to prevent academic dishonesty 
and to protect student data (Xia et al., 2024; Saaida, 2023). Moreover, 
AI-driven assessment tools must address issues of fairness and data 
privacy, which are critical to maintaining trust in AI-enhanced 
educational environments (Lyanda et al., 2024).

Process-product assessment and 
human-AI collaboration

The introduction of the Process-Product Assessment Model in the 
workshops aligns with the literature advocating for the evaluation of 

both final outcomes and the process of human-AI interaction in 
learning (Xia et  al., 2024). This approach is supported by studies 
emphasizing that AI-powered assessments should evaluate not only 
the end product but also critical thinking, problem-solving, and the 
quality of decision-making in human-AI collaborations (Lyanda et al., 
2024). This shift from product-based to process-based assessment 
encourages deeper student engagement with AI and fosters self-
regulated learning, as highlighted by adaptive learning platforms that 
dynamically adjust to student performance (Selwyn, 2022; Gamage 
et al., 2023).

Accessibility, inclusiveness, and SDG 4: 
quality education

The workshops, which involved educators from the Global South, 
resonate with UNESCO’s goal to bridge the digital divide and promote 
inclusivity in education. As AI technologies become more pervasive, 
equitable access to these tools is critical, particularly in underserved 
regions (Holmes and Miao, 2023; Saaida, 2023). By focusing on how 
AI tools can be leveraged to enhance learning experiences in diverse 
educational contexts, the workshops contribute to SDG 4’s goal of 
ensuring inclusive and equitable quality education for all (Lyanda 
et al., 2024). AI-driven personalized learning tools, such as intelligent 
tutoring systems and adaptive assessments, offer tailored learning 
pathways that address diverse learning needs, further enhancing 
educational inclusivity (George, 2023).

Professional development and teacher 
capacity building

A key aspect of the workshops was the emphasis on building 
teacher capacity to integrate AI responsibly into their assessments. 
This echoes UNESCO’s call for professional development initiatives 
that equip educators with the skills to navigate AI-enhanced teaching 
and learning environments (Holmes and Miao, 2023). As recent 
studies have demonstrated, AI tools like chatbots and virtual 
assistants can play a pivotal role in supporting teachers, reducing 
their workload, and enhancing their ability to provide timely and 
personalized feedback (Lyanda et al., 2024; Saaida, 2023). Teacher 
training programs, as recommended by George (2023), should 

TABLE 2 The rubric used to assess the medical reflective assignment from the faculty member.

Criteria Excellent (4) Good (3) Satisfactory (2) Needs improvement (1)

Description of the ethical 

dilemma

Provides a comprehensive and 

detailed description of the 

situation.

Describes the dilemma with 

minor omissions.

Includes a basic description but 

lacks detail.

The situation is unclear or poorly 

described.

Application of ethical 

principles

Demonstrates a deep 

understanding and application 

of relevant ethical principles.

Applies principles with minor 

gaps in understanding.

Shows limited application of 

ethical knowledge.

Lacks application of ethical 

principles.

Personal reflection and 

growth

Demonstrates significant 

personal insight and growth.

Shows some insight and 

development.

Limited personal reflection or 

growth.

Little-to-no reflection on personal 

growth.

Clarity and structure
Writing is exceptionally clear, 

with well-organized thoughts.

Writing is clear but could 

benefit from improved 

organization.

Somewhat clear but lacks 

structure.
Writing is unclear and disorganized.
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prioritize critical thinking, creativity, and adaptability, preparing 
educators for the changing dynamics of AI-driven education  
(George, 2023).

Institutional policy development and vision

The workshops also addressed the need for clear institutional 
policies that guide the ethical integration of AI in education, a point 
echoed in UNESCO’s guidelines and supported by recent studies 
(Holmes and Miao, 2023; Moorhouse et al., 2023; Khlaif et al., 2024b). 
As educational institutions increasingly adopt AI technologies, it is 
crucial to develop localized policies that ensure academic integrity, 
protect data privacy, and promote inclusivity (Saaida, 2023; Lyanda 
et  al., 2024). In addition, the need for ongoing dialog between 
educators and policymakers to ensure that AI implementation aligns 
with broader educational goals has been highlighted in the literature 
(Selwyn, 2024).

Redesigning assessment for AI-enhanced 
learning

Participants in the workshops explored innovative assessment 
redesigns that integrate AI tools like ChatGPT, not just for 
brainstorming but for fostering critical thinking and ethical reasoning. 
This reflects findings by Wang et al. (2024) that students recognize the 
value of AI-generated content but emphasize the importance of 
critically engaging with AI outputs. The workshops went beyond this 
by providing educators with strategies to design assessments that hold 
students accountable for AI-generated content (Khlaif et al., 2024a), 
ensuring they reflect on and critique the material they engage with, 
thus promoting ethical AI use in student assessments (Lyanda 
et al., 2024).

Addressing academic integrity concerns

Concerns about academic integrity, raised in both the workshops 
and current research, underscore the importance of developing 
AI-resistant assessments that encourage authentic student engagement 
and reflection. Studies by Xia et al. (2024) and Khlaif et al. (2024b) 
highlight the challenges of detecting AI-generated content, 
emphasizing the need for assessments that foster student responsibility 
and ethical decision-making. The workshops’ focus on reflective 
writing tasks, where students critically engage with AI outputs, aligns 
with calls in the academic community for more authentic and process-
based assessments (Lyanda et al., 2024).

Theoretical implications

This paper offers several important theoretical implications for 
the field of education, particularly in the context of integrating AI 
into assessment practices. Traditionally, assessment methods in 
higher education have relied on standardized tests, essays, and 
projects. However, the introduction of AI shifts the focus toward 
more dynamic and complex forms of assessment, such as AI-resistant 

assessments and human-AI collaboration. The paper explores how 
AI can not only automate grading but also transform the way 
educators assess higher-order thinking skills like critical analysis, 
creativity, and ethical reasoning. This challenges existing assessment 
paradigms by pushing the boundaries of what can be evaluated in 
educational settings.

One of the key theoretical contributions of the paper is the 
proposal of the AI Task Assessment Scale and the Process-Product 
Assessment Model, both of which offer frameworks for assessing 
student interactions with AI. These models provide a foundation for 
rethinking how students’ learning processes, rather than just their 
final outcomes, are evaluated. The paper also highlights the need for 
a shift from purely product-based assessments to assessments that 
evaluate both the process and the student’s engagement with AI tools, 
which is a relatively unexplored area in educational theory. 
Additionally, the discussion on AI-resistant assessments introduces a 
new layer of complexity in how educators design tasks that mitigate 
the risk of over-reliance on AI, thus enriching the theoretical dialog 
on the integrity of assessment.

Practical implications

From a practical perspective, the present paper provides educators 
and institutions with actionable strategies to integrate AI into their 
teaching and assessment practices. For faculty members, it outlines 
how to design assessments that encourage student engagement with 
AI while maintaining academic integrity. For example, the paper 
discusses the implementation of the AI-Resistance Assessment Scale 
(AIAS), which can be  used to design tasks that promote critical 
thinking and responsible AI use. It also offers practical guidance on 
how educators can assess not only the final output but also the process 
students undergo when using AI tools, thus providing a more 
comprehensive understanding of student learning.

In addition to classroom practices, this paper underscores the 
importance of institutional policies in supporting the integration of 
AI into education. It recommends that institutions develop clear 
policies that guide both students and educators on how AI should 
be used ethically in educational settings. The.

se policies can help mitigate risks such as academic dishonesty 
while ensuring that AI is used as a tool to enhance, rather than replace, 
learning. Furthermore, the paper provides a roadmap for professional 
development, emphasizing the need for continuous training for 
educators to stay up to date with AI advancements and their 
implications for assessments.

Conclusion

This research has demonstrated the potential of integrating 
generative AI into educational assessments while addressing the 
ethical, pedagogical, and institutional challenges that accompany its 
use. The development of AI-resistant assessments, such as the Process-
Product Assessment Model, offers a practical framework for evaluating 
both the final output and the collaborative steps between students and 
AI tools. These findings emphasize the importance of fostering critical 
thinking, creativity, and ethical reasoning, ensuring that AI serves as a 
supplement rather than a replacement in learning processes.
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Moreover, the research highlights the necessity of institutional 
policies that guide AI integration in education, particularly in regions 
with limited resources, such as the Global South. By offering solutions 
that address academic integrity and promote responsible AI use, this 
study bridges gaps in the global educational landscape and provides 
actionable strategies for educators to implement AI-enhanced 
assessments effectively.

Overall, the findings reinforce the idea that AI can be  a 
transformative force in education when used thoughtfully, with an 
emphasis on fostering lifelong learning skills, preserving ethical 
standards, and adapting assessment methods to meet the evolving 
demands of an AI-driven world. There still exists a need for a 
complete assessment plan that fits the different subjects in higher 
education. Future research should work on creating clear rules to 
make these assessments the same for everyone. This will help 
ensure fairness across different fields of study and solve the 
challenges that come with using advanced AI tools like ChatGPT 
in education.
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