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Artificial intelligence tools are rapidly growing in education, highlighting the 
imperative need for a thorough and critical evaluation of their performance. 
To this aim, this study tests the effectiveness of ChatGPT and Google Bard 
in answering a range of questions within the engineering and health sectors. 
True/false, multiple choice questions (MCQs), matching, short answer, essay, 
and calculation questions are among the question types investigated. Findings 
showed that ChatGPT 4 surpasses both ChatGPT 3.5 and Google Bard in terms 
of creative problem-solving and accuracy across various question types. The 
highest accuracy achieved by ChatGPT 4 was in true/false questions, reaching 
97.5%, while its least accurate performance was noted in calculation questions 
with an accuracy of 82.5%. Prompting both ChatGPT and Google Bard to provide 
short responses apparently prevented them from hallucinating with unrealistic 
or nonsensical responses. The majority of the problems for which ChatGPT 
and Google Bard provided incorrect answers demonstrated a correct problem-
solving approach; however, both AI models struggled to accurately perform 
simple calculations. In MCQs related to health sciences, ChatGPT seemed to have 
a challenge in discerning the correct answer among several plausible options. 
While all three tools managed the essay questions competently, avoiding any 
blatantly incorrect responses (unlike with other question types), some nuanced 
differences were noticed. ChatGPT 3.5 consistently adhered more closely to 
the essay prompts, providing straightforward and essential responses, while 
ChatGPT 4 demonstrated superiority over both models in terms of adaptability. 
ChatGPT4 fabricated references, creating nonexistent authors and research 
titles in response to prompts for sources. While utilizing AI in education holds a 
promise, even the latest and most advanced versions of ChatGPT and Google 
Bard were not able to accurately answer all questions. There remains a significant 
need for human cognitive skills and further advancements in AI capabilities.
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1 Introduction

The integration of artificial intelligence (AI) tools in the educational process marks a 
revolutionary shift in pedagogical approaches and learning strategies (Chen et al., 2020). AI 
tools are now a valuable resource for assisting with diverse inquiries, ranging from simple 
factual questions to complex problem-solving scenarios (Pedro et al., 2019; Tedre et al., 2021). 
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The forefront of this technological revolution is led by tools such as 
OpenAI’s ChatGPT and Google Bard. These models illustrate 
significant advancements in the field of natural language processing, 
reflecting the ongoing evolution in the way machines comprehend and 
interact using human language. Developed by OpenAI, ChatGPT is 
known for its ability to generate human-like text and engage in 
interactive conversations across a wide range of topics. ChatGPT 4 
enhances its predecessor, ChatGPT 3.5, with superior contextual 
comprehension and precision in responses (Johansson, 2023). Bard is 
Google’s conversational AI chat service that is meant to function 
similarly to ChatGPT, with the biggest difference being able to 
combine various data sources and deliver real-time information 
(Rahaman et al., 2023; Waisberg et al., 2023).

According to Holmes et  al. (2019), it would be  unrealistic to 
believe that AI will not significantly influence education. They contend 
that AI’s impact will extend beyond just technological advancements 
to include critical considerations of pedagogy, ethics, and teacher 
competency development. Furthermore, AI will notably impact the 
fundamental dynamics of what and how students learn (Boubker, 
2024; Singh and Hiran, 2022; Alam et al., 2022). Consequently, it is 
crucial to continuously evaluate the performance of AI tools across 
various domains (Owan et al., 2023; Martínez-Comesanã et al., 2023; 
Chiu et  al., 2023; Bahroun et  al., 2023; Dogan et  al., 2023). In 
educational settings, the quality of AI responses is particularly 
important as it is essential to evaluate not just the factual accuracy of 
these responses, but also their applicability, relevance, and ability to 
foster deeper understanding and critical thinking among students 
(Hwang et al., 2023; Halagatti et al., 2023).

In health education, the growing volume of medical data and the 
increasing complexity of clinical decision-making underscore the 
potential of AI tools to assist healthcare professionals in making 
timely and informed decisions. Additionally, these tools can support 
students in mastering complex medical concepts and aid teachers in 
providing tailored educational experiences and efficient assessment 
(Liu et al., 2023). Research has demonstrated that some AI tools can 
perform at or near the passing standard for the United States Medical 
Licensing Examination without specialized training, indicating their 
potential utility in medical education and clinical support (Gilson 
et al., 2022; Kung et al., 2022). Moreover, advancements in technology 
have democratized access to medical knowledge, with patients 
increasingly turning to search engines and AI chatbots for accessible 
and convenient medical information (Haupt and Marks, 2023). 
However, researchers have cautioned that while these tools offer 
responses that appear authoritative on complex medical queries, they 
may often be  inaccurate, highlighting the need for experts and 
researchers to critically evaluate these responses to ensure their 
reliability and accuracy (Duffourc and Gerke, 2023; Goodman et al., 
2023). In the field of engineering education, the integration of AI 
language models like ChatGPT presents both promising 
opportunities and notable challenges. For instance, Qadir (2023) and 
Johri et al. (2023) underscore the potential benefits these technologies 
can bring to engineering education, such as personalized learning 
experiences, enhanced accessibility to complex concepts, and the 
ability to simulate real-world engineering scenarios. These tools can 
serve as valuable resources for students, offering instant feedback and 
fostering a deeper understanding of technical subjects. However, 
Qadir (2023) also caution against the risks associated with relying 
too heavily on AI models in educational settings. One significant 

concern is the potential for students to become overly dependent on 
these tools, which could hinder the development of critical thinking 
and problem-solving skills essential for engineering practice. 
Additionally, the accuracy of AI-generated content must 
be rigorously evaluated, as errors or oversimplifications could lead to 
misconceptions or a superficial understanding of complex 
engineering principles.

There also emerges a need to compare and contrast AI tools’ 
capabilities and understand their respective strengths and 
limitations (Lebovitz et al., 2023). Different AI models may excel in 
various aspects. By comparing them, users in the educational arena 
can choose the most suitable tool for specific tasks or educational 
purposes, such as language learning, problem-solving, or creative 
writing. A limited number of studies have investigated the 
differences between various AI tools in responding to knowledge-
based questions specific to fields such as lung cancer (Rahsepar 
et al., 2023), abdominoplasty (Li et al., 2023), and ophthalmology 
(Waisberg et  al., 2023). However, there remains a lack of 
comprehensive studies that comparably evaluate the capabilities of 
AI language models like ChatGPT and Google Bard in handling 
different types of questions. This gap is significant, given the 
potential implications of AI-generated responses in critical fields 
like health and engineering, where accuracy and reliability have 
critical implications. Therefore, this study presents a case-by-case 
analysis, assessing the proficiency of ChatGPT and Google Bard in 
answering a range of question types within the engineering and 
health sectors, including multiple choice, short answers, true/false, 
matching, and essay questions. Findings from this research can 
shed light on the nuances of AI responses and their congruence 
with expert knowledge, thereby offering insights into the potential 
and limitations of these AI models in educational contexts.

2 Methodology

A set of 180 questions, designed by experts in their respective 
fields and rigorously tested for face validity, was independently 
administered to ChatGPT 3.5, ChatGPT 4, and Google Bard in a 
comprehensive comparative study conducted by the authors. These 
questions spanned five distinct categories: multiple choice (n = 40), 
true/false (n = 40), short answers (n = 40), calculations (n = 40), 
matching (n = 10), and essay (n = 10). Fifty percent of these questions 
were specifically created to explore engineering topics, whereas the 
remaining half focused on health sciences. The evaluation of the 
responses from the three AI tools was blindly conducted with rigor by 
two domain-specific experts. They employed a set of predefined 
metrics to assess the correctness and quality of the solutions, including 
clarity, accuracy, and comprehensiveness. Analyzing AI responses 
included not only comparing the performance of the AI tools against 
each other, but also benchmarking them against established correct 
answers, ensuring an unbiased and thorough assessment of 
their capabilities.

3 Results and discussion

Table 1 summarizes responses to study questions by ChatGPT and 
Google Bard.
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3.1 Multiple choice questions

As can be  noted from Table  1, the performance results 
demonstrate that ChatGPT 4 achieved a higher accuracy rate with 37 
correct answers, reaching 92.5%, compared to ChatGPT 3.5, which 
obtained 29 correct answers with a 72.5% accuracy. This highlights 
improvements in model capabilities and emphasizes how accuracy has 
improved in the latest edition. Google Bard obtained a very close 
accuracy to ChatGPT 3.5, with 30 correct answers yielding a 75% 
accuracy. Consistent with our findings came a study conducted by 
Sallam et  al. (2024), which assessed the capabilities of ChatGPT 
(GPT-3.5 and GPT-4) and Bard against human students at a 
postgraduate master’s level in Medical Laboratory Sciences without 
the use of specific prompt optimization strategies. Their results 
showed that ChatGPT-4 outperformed the other models and human 
counterparts. ChatGPT 4 efficacy in handling MCQs has also been 
supported by a recent scoping review that analyzed a total of 53 studies 
encompassing a cumulative 49,014 MCQs (Newton and Xiromeriti, 
2023). The results showed that while free iterations of ChatGPT, based 
on GPT-3 and GPT-3.5, typically surpassed random guessing, their 
success rates fell short of achieving a pass mark, notably 
underperforming in comparison to average human student scores. 
Conversely, GPT-4 demonstrated a remarkable competency, passing 
the majority of examinations and achieving scores comparable to 
those of human examinees.

The majority of the problems for which ChatGPT and Google 
Bard provided incorrect answers demonstrated a correct problem-
solving approach; however, both AI models struggled to accurately 
perform simple calculations.

An important issue that seemed obvious with the health sciences 
MCQs is that ChatGPT seemed to have a challenge in discerning the 
correct answer among several plausible options. In scenarios where 
multiple choices appear to be reasonable responses, ChatGPT may 
struggle to accurately evaluate and identify the correct one. 
Consequently, it might select an incorrect option but still offer a very 
convincing and logical rationale for its choice (Gonsalves, 2023). 
Variations in ChatGPT knowledge level in the areas of health sciences 
have also been documented within specific domains. For example, 
Meo et al. (2023) revealed that ChatGPT obtained slightly more marks 
than Bard. However, both ChatGPT and Bard did not achieve 
satisfactory scores in endocrinology or diabetes domains, which as 
authors highlighted, needed more updated information. This 
highlights the importance of understanding the AI’s limitations in 
contexts where nuanced judgment and discrimination between closely 
related answers are required.

3.2 True/false questions

The performance results demonstrate that ChatGPT 4 achieved a 
higher accuracy rate with 39 correct answers, reaching 97.5%, 
compared to ChatGPT 3.5, which obtained 36 correct answers with a 
90% accuracy. This validates the results obtained with MCQ earlier, 
however, when it comes to true/false questions, ChatGPT 3.5 performs 
better than MCQs. This difference could be attributed to the number 
of alternatives presented in each question type. With MCQs presenting 
four alternatives, the probability of selecting the correct answer 
becomes inherently lower compared to true/false questions. Two of the 
three questions incorrectly answered by ChatGPT 4 were also 
inaccurately addressed by ChatGPT 3.5. Google Bard, on the other 
hand, obtained an accuracy of 82.5%, correctly answering 33 questions. 
Google Bard and ChatGPT may have different training data, which 
explains the difference between the ways they address true/false 
questions. As Caramancion (2023) highlighted, there is promise in 
utilizing AI for fact-checking, yet there remains a significant need for 
human cognitive skills and further advancements in AI capabilities.

3.3 Short answer questions

With 37 accurate responses compared to 36, ChatGPT 4 achieved 
a better accuracy advantage of 2.5% over ChatGPT 3.5 and Google 
Bard on the short answer questions. One of the three questions 
incorrectly answered by ChatGPT 4 were also inaccurately addressed 
by ChatGPT 3.5 and Google Bard. These results show that ChatGPT 
and Google Bard might be  more capable of handling and 
understanding the information required to deliver precise answers for 
short answer questions. It should be noted that prompting the model 
to provide short responses apparently prevented them from 
hallucinating with unrealistic or nonsensical responses (Ji et al., 2023).

ChatGPT 4’s superiority in handling short answer questions, 
compared to Chat- GPT 3.5 and Google Bard, can be attributed to 
several model-specific enhancements. One significant factor is the 
model’s improved contextual comprehension capabilities. ChatGPT 4 
has been fine-tuned to better understand the intricacies of short answer 
questions, which often require not only a grasp of factual information 
but also the ability to interpret nuanced queries. This is achieved through 
advanced training techniques that emphasize question understanding, 
inference making, and concise information retrieval, all critical for the 
short answer format (Lee and Lee, 2024). Furthermore, ChatGPT 4 
incorporates a more sophisticated approach to understanding the intent 
behind a question, enabling it to discern what information is most 

TABLE 1 Summary of AI models in various question types.

Question 
type

Number ChatGPT 4 ChatGPT 3.5 Google Bard

Correct Accuracy Correct Accuracy Correct Accuracy

MCQ 40 37 92.5% 29 72.5% 30 75%

True/false 40 39 97.5% 36 90% 33 82.5%

Short answers 40 37 92.5% 36 90% 36 90%

Matching 10 (46 matches) 41 89.1% 27 58.6% 35 76%

Calculations 40 33 82.5% 23 57.5% 17 42.5%

Essay 10 All questions were answered correctly with variations in length, adaptability, and supporting resources
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relevant to the query. This is particularly important for short answer 
questions where the response needs to be both accurate and succinct 
(Kocon et al., 2023). The model’s training likely included a broader range 
of example interactions that mimic the brevity and specificity required 
in short answer responses, allowing it to generate answers that are 
directly to the point, avoiding extraneous details that do not contribute 
to answering the question directly (Briganti, 2023). However, although 
these models can provide relevant and readily available information, 
there may be instances of inaccuracies and superficial details. It is crucial 
to meticulously assess the information these AI systems offer and 
validate it against sources grounded in evidence and expert opinions 
(Seth et al., 2023; Al Mashagbeh and Qadir, 2024).

3.4 Matching questions

The results show that Google Bard, ChatGPT 3.5, and ChatGPT 4 
perform differently when answering matched questions. Google Bard 
showed a good accuracy by successfully answering 35 out of 46 matches, 
representing an approximate success rate of 76%. ChatGPT 3.5 did not 
work well with matching questions, obtaining only 27 accurate answers 
out of 46, for an accuracy percentage of approximately 58.6%. Notably, 
ChatGPT 4 defeated both, achieving a better score by answering 41 
matches correctly, indicating 89.1% accuracy. This demonstrates a 
significant improvement in matching question comprehension and 
solution from ChatGPT 3.5 to ChatGPT 4. The findings show the 
growing capabilities of the ChatGPT series, with ChatGPT 4 
demonstrating greater accuracy in this particular question type.

3.5 Calculation questions

Similar to matching questions, the gap between ChatGPT 4 and 
ChatGPT 3.5 increases significantly for calculations and computational 
inquiries. The 33 correct answers provided by ChatGPT 4 result to a 
remarkable 82.5% accuracy, demonstrating its outstanding ability to 
handle mathematical and computations problems. Chat- GPT 3.5, on 
the other hand, solved only 23 questions accurately, resulting in a poor 
57.5% accuracy. This obvious difference shows that ChatGPT4’s 
internal design and algorithms are better equipped for numerical 
reasoning and problem-solving, whereas ChatGPT 3.5 will most 
certainly require additional optimization in this area. These results for 
ChatGPT 3.5 are consistent with those provided by Frieder et al. (2023).

Google Bard, on the other hand, solved only 17 questions 
accurately, resulting in a poor 42.5% accuracy. The lower accuracy 
may be due to variations in training data or model architectures. Four 
questions remained unanswered by Google Bard, as it asked for 
additional information to provide responses.

After analyzing questions with wrong final answers, the findings 
reveal a consistent pattern across all AI models. Most notably, these 
models continuously demonstrate an accurate problem-solving 
method for calculation questions; However, they have difficulty 
effectively executing mathematical operations. Figure 1 demonstrates 
how Google Bard struggled to solve a basic math issue.

Similarly, Figure  2 illustrates an instance where ChatGPT 3.5 
struggled with an easy math problem, generating a wrong result of 0.25 
for the calculation of 2 divided by 4, while the actual answer is 0.5. These 
examples highlight the limitations in the mathematical skills of AI 

models, emphasizing the importance of caution and further verification 
when depending on them for tasks requiring accurate calculations.

Figure 3 shows the numbers of questions when AI models use 
accurate problem-solving procedures for calculation questions but 
produce wrong final solutions. This demonstrates the possibility for 
increased accuracy in these models through further 
mathematical refinement.

Overall, comparing ChatGPT and Google Bard for calculation 
questions, it becomes clear that ChatGPT 4 demonstrates outstanding 
creative problem-solving ability and accuracy for computational 
questions. While ChatGPT 3.5 has similar creative problem-solving 
abilities to Google Bard, it surpasses the latter in terms of accuracy.

3.6 Essay questions

While it is widely recognized that ChatGPT 4 generally 
outperforms its predecessor, ChatGPT 3.5, we aimed to compare both 
with Google Bard, focusing on specific evaluation criteria such as 
coherence, relevance, factual accuracy, creativity, adherence to essay 
prompts, and ability to provide a reference for the responses.

The findings revealed that ChatGPT 3.5 consistently adhered 
more closely to the essay prompts, providing straightforward and 
essential responses. It maintained coherence, relevance, and accuracy, 
albeit within a basic framework.

ChatGPT 4, on the other hand, demonstrated a clear superiority 
over both ChatGPT 3.5 and Google Bard in terms of adaptability. It 
offered more creative and in-depth responses, showcasing a 
remarkable ability to grasp the context of the essay questions. Before 
presenting its answers, ChatGPT 4 often provided relevant background 
information, a technique that notably enhanced its capability to tackle 
ambiguous queries and those likely to generate biased responses. In 
contrast, Google Bard’s strength lay in offering a spectrum of possible 
interpretations for ambiguous questions.

We prompted both ChatGPT and Google Bard to include references 
in its responses. While ChatGPT 3.5 provided the following response” 
I do not have direct access to external references or databases to provide 
specific sources,” ChatGPT4 has fabricated references, creating 
nonexistent authors and research titles. In some instances, these fake 
references have included names of authors who have published in 
related subject areas. This tendency to generate fictitious citations, even 
if they appear credible or are thematically aligned with real authors, 
underscores a significant limitation in the model’s current capabilities, 
particularly in tasks requiring accurate and verifiable source referencing. 
On the other hand, Google Bard provided references as hyperlinks. 
These references were checked and found valid and reliable.

Overall, while all three tools managed the essay questions 
competently, avoiding any blatantly incorrect responses (unlike with 
other question types), these nuanced differences are crucial for 
educators. Understanding these variations can help educators in 
assessing their students’ knowledge and scrutinizing the originality of 
their work, especially in scenarios where AI tools might be utilized.

3.7 Variations

We recognize that the efficacy of AI-driven conversation chatbots 
can significantly depend on how questions are framed. We drew upon 
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the work of White et al. (2023), which outlines a comprehensive catalog 
of prompt patterns designed to enhance interactions with models like 
ChatGPT. This approach acknowledges that the variation in response 
quality may not solely be attributed to the capabilities of the tool itself 
but also to the manner in which it is prompted. Our analysis initially 
aimed to apply a unified set of questions to all models without any 
prompts to allow for direct comparisons between results. However, our 
revised analysis reveals that prompt engineering, for example, can 
indeed play a crucial role in maximizing the performance of AI 
conversation chatbots (Frieder et al., 2023). However, it should be noted 
that while all three models could benefit from optimized prompting 
strategies, the extent and nature of the improvement differed across 
models. This could be due to differences in their architectures, training 
data, and algorithms. In particular, ChatGPT 3.5 showed limitations in 
understanding some prompts which led to changing previous correct 
answers to incorrect ones. This variation underscores the importance of 
understanding each model’s unique characteristics and leveraging 
prompts as a critical tool for enhancing AI interaction and output quality.

4 Conclusion

The results of our study indicate a marked superiority of ChatGPT 
4 over Chat- GPT 3.5 and Google Bard across various question types. 
ChatGPT 4 demonstrated better performance in true/false questions, 
achieving 97.5% accuracy, but showed relatively weaker results in 
computational problems with an 82.5% accuracy. In contrast, 

ChatGPT 3.5 excelled in short answer questions at a 90% accuracy 
rate, while its performance in computational questions lagged 
significantly at 57.5%. A consistent pattern emerged with both 
versions performing optimally in short answer questions and less 
effectively in computational and calculation based questions. Google 
Bard demonstrated its strongest performance in providing short 
answers, while it struggled significantly with questions requiring 
calculations at a 42.5% accuracy rate.

These findings may assist researchers and educators in anticipating 
the nature of responses that students might produce when utilizing AI 
tools for their work. This understanding is particularly crucial in the 
context of online and take-home assignments, where AI assistance is 
more likely to be employed. By gaining insight into the capabilities and 
limitations of these AI tools, educators can more effectively design 
assessments that truly test students’ factual knowledge and 
understanding, rather than their ability to leverage AI technology. 
Additionally, AI users seeking assistance in answering scientific 
questions should be cognizant of the varying degrees of potential 
errors and biases associated with different question types. It is crucial 
for users to understand that the likelihood of errors in AI-generated 
responses varies depending on the nature of the question posed.

Our findings should be  considered within the context of the 
study’s limitations. The study may be limited by the range of subject 
areas covered. In addition, the study compares specific versions of 
ChatGPT and Google Bard available at the time of analysis. Future 
updates to these models could yield different results, making the 
findings time sensitive. Furthermore, our methods included the 

FIGURE 1

Google Bard’s struggle in resolving a fundamental mathematical problem: illustrating errors in basic multiplication and division, the correct answer for 
700/1025*12 is 8.19 not 4.76.

FIGURE 2

An illustration of ChatGPT 3.5 struggle in resolving a fundamental mathematical problem. For example, 2/4 it gives answer of 0.25 instead of 0.5.
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evaluation of the responses of ChatGPT and Google Bard based solely 
on their final output. This approach may not fully capture the 
complexities of the AI tools in reasoning processes, potentially 
overlooking critical aspects of their response generation. To address 
this gap, future research should incorporate additional metrics to 
evaluate the AI models’ performance, such as response speed, 
adaptability, and step-by-step accuracy, rather than focusing solely on 
the final answer. It is also recommended to extend the evaluation to 
assess how effectively these AI tools perform across various other 
academic and professional fields.

Finally, it is important to note that even the latest and most 
advanced versions of ChatGPT and Google Bard were not able to 
accurately answer all questions. Users should remain aware of this 
limitation and exercise caution in relying solely on these AI tools for 
accurate information.
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