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The authors explore the intersection of AI and equity in education, presenting 
a workshop designed for marginalized youth in urban Mexico. This reflective 
essay stems from their participation in the International Society for Technology 
in Education’s AI and education course. The lead author, a language education 
researcher who emphasizes equity in her scholarship, crafted a presentation 
on AI’s everyday applications for marginalized Mexican youth. Collaborating 
organically, the co-authors positioned this project as the course’s final collective 
output, fostering a unique blend of expertise and community engagement. 
The lead author designed the presentation for an organization with which she 
has partnered for over a decade, an educational project that supports learning 
and life skills, rooted in Don Miguel Ruiz’s Four Agreements, for children who 
live in a community of unofficial housing on the edge of railroad tracks in 
Cuernavaca, Mexico. The project aimed to bridge the global application of AI 
to marginalized Mexicans, facilitating a two-hour workshop in Spring 2023. 
Two additional faculty, technology education researchers, joined the effort to 
promote computational literacy equitably through culturally relevant pedagogy. 
They highlight their diverse scholarly backgrounds, positioning themselves as 
individuals from the margins, and share their motivation for creating a cogent and 
engaging workshop for the youth. The lead author reports on the unexpectedly 
rich conversation that unfolded during the workshop, underscoring the potential 
for AI to be inclusive as society navigates its integration into education.
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1 Introduction

When I, Sue, (author pseudonym) heard about the chance to take a course on AI and 
education with colleagues who understand learning technology and are faculty in this area, 
I gasped and recognized genuine enthusiasm in early 2023. This enthusiasm struck me as new, 
as I had been much more reluctant in the past to integrate, for instance, state-mandated 
computer science standards in my teacher education language methods course. My work has 
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been historically more anthropological and overtly focused on equity. 
Suddenly, ChatGPT, the online.

AI that allows individuals generate unprecedented levels of 
(usually) useful information to problem-solve, had recently become a 
much-discussed online tool a couple of months prior.

Fortunately, I also trusted and knew the faculty member who 
invited me. Lauren, based on my prior work with her in the university, 
would be respectful of my oversights and misunderstandings. I am a 
migrant to the world of digital anything and trained as a skeptic. Also, 
the single creator of instructional technology standards, The 
International Society for Technology in Education (ISTE, 2023), was 
offering the course, which guaranteed a level of quality that was 
exciting and, to be honest, intimidating for me. At the same time, I was 
interested in exploring how these emerging technologies might or 
might not shift access to historically marginalized populations as well 
as ethical concerns regarding how humans approach our social 
contexts–concerns I realized I shared with my co-authors. Ultimately, 
our group consisted of the two instructional design co-authors here 
and an additional teacher education faculty member from a different 
department at our university.

For me, Lauren, as a professor of educational technology who 
focuses on computer science education, the topic and modality of this 
AI course were perfect for my needs. While I was aware of many 
perspectives and budding research about AI education and AI in 
education, I did not have time to keep up with the flurry of content 
being produced about it. This course provided consolidated content 
and professional development within my area, educational technology. 
Second, working in a cohort of educational technology and teacher 
preparation faculty was ideal from my perspective. Understanding the 
technology is only half the equation in educational technology. I also 
needed to understand how the technology could be used in education. 
Thus, the perspectives of my teacher preparation colleagues 
were invaluable.

For me, Janet, as a scholar in the field of educational technology 
for about 10 years, the concept of AI was not new to me. With 
technology constantly and rapidly evolving, it was clear to me that AI 
would soon make its way into our daily lives and K-12 classrooms. As 
my recent scholarly work has focused more on K-12 computer science 
education (e.g., Kim et al., 2022; Karlin et al., 2023; Margulieux et al., 
2024), I prioritize staying up-to-date in the field, despite lacking a 
computer science background. When I  first heard about AI in 
education from several leading researchers in the field, the discussion 
was centered around ethical concerns about how AI is used in our 
daily lives, including education. Therefore, when I learned about the 
ISTE AI Exploration course, I thought it was an excellent opportunity 
to learn more about AI and its applications and impacts on K-12 
education and teacher education. For me, the most valuable experience 
was the engaging and interactive discussion with other teacher 
education faculty about AI in education, which helped me think 
outside of my silo and reflect on how I would teach the concept of AI 
to pre-service and in-service teachers.

We offer a critically reflective essay. Critical reflexivity is a 
qualitative approach which allows us to explore and question complex 
issues related to power and pose additional questions as we explore 
how we dialogued through our final project while centering the most 
novice’s work (Palaganas et al., 2017; Castell et al., 2018; Kasun, 2018). 
Critical reflexivity allows for reflection in a way that recognizes that 
attention to details related to issues of power and directionality of 

power flows allows the researcher to best reflect on their practice; the 
work centers thinking about what one did iteratively as opposed to 
other methods which are distinctly oriented toward systematicity in 
recording, analysis of data, and so on (Coburn and Gormally, 2017). 
Author1’s project eventually would aim to provide additional access 
to understanding AI to a group of 20 historically marginalized youth 
in an educational project in urban Mexico with whom she had 
collaborated for a decade (Kaneria et al., 2023). As part of work, 
Author1 kept field notes from the experience both prior to speaking 
with the youth, immediately after, and then among email dialog and 
discussions with her co-authors. These notes form the source of most 
of the reported critical reflections (including further reflection beyond 
the initial notes related to issues of power and positioning of the youth 
and the authors). That one workshop would help all the authors 
consider beginning entry points of access within what is often referred 
to as the Global South and education. The Global South is recognized, 
often, as the “majority world,” (Mignolo, 2007; Santos, 2014) which 
has both suffered the ill effects of colonization, resource destruction, 
and several forms of oppression. The Global South often successfully 
resists through heritage culture and language maintenance, collective 
organizing, and care for Mother Earth, among other strategies (Esteva 
and Prakash, 2014; Mignolo and Walsh, 2018). We, as co-authors, 
recognize we all, as humans, have much to learn from the persistence 
and resistance of the Global South in a planet that faces species 
annihilation (Kasun and Kaneria, 2020). We  provide a 
contextualization of computer science, education, and AI as well as 
background on how it relates to the Global South. We then describe 
our experience and provide insights for future work.

2 Context

Since the 1960s, educators have explored how to apply computer 
science in education to improve learning (Papert, 1980). Their goal 
was not primarily to develop the next generation of computer 
scientists but instead to give children a domain-independent toolkit 
for interacting with the world, processing information, and utilizing 
additional tools for problem-solving (Papert, 1980; diSessa, 2000). 
Progress toward this goal reached an upward inflection point in 2006 
when Jeanette Wing popularized the concept of computational 
thinking as a thought process for formulating problems so that they 
can be solved algorithmically (Wing, 2006; Cuny et al., 2010). For 
example, in our teacher preparation programs, we frame programming 
a computer as teaching a computer how to solve a problem 
(Margulieux et al., 2022). Because teaching often illuminates gaps in 
one’s own knowledge, creating a program allows students to explore 
how well they understand problem- solving concepts with feedback 
based on how well the computer can solve novel problems.

Computing (i.e., computer science) as a tool in education is 
separate from computers as a tool, as the latter requires someone else 
to create a technical solution that learners use, and the former allows 
learners to be the creators of their own solutions. Thus, computing 
integration is considered separate from educational technology 
integration, which is commonplace. The primary barrier to computing 
integration in education is the amount of time and effort it takes to 
develop technical skills (Kong and Lai, 2021; Margulieux et al., 2023). 
Computing integration has cycled through various phases, like 
computational thinking and data science, as educators have tried to 
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improve the benefits for learners. In the context of this study, the goal 
of the workshop was to introduce computing concepts and equip 
marginalized Mexican youth with computational and life skills for 
solving localized problems instead of preparing them to all become 
computer scientists.

With generative artificial intelligence (AI) tools, like ChatGPT, the 
technical skill required to use computing tools has dropped 
dramatically. Now, AI can translate a user’s natural language prompt 
into a programming language that a computer would understand. 
Thus, suddenly, people have reasonable access to the tools that 
computer science education has been trying to give them for decades. 
However, to use these tools responsibly, ethically, and effectively, 
students still need to learn how computers solve problems and how 
generative AI creates responses. Teachers, and teacher education 
programs, are key in this work. Empowering teachers and learners 
with computing skills is necessary in order for them to create their 
own solutions.

AI is increasingly becoming a part of our everyday lives through 
tools such as chatbots, automated banking, and automobiles, and it is 
steadily making its way into K-12 education. Despite this, the concept 
of integrating AI into education is relatively new, and some teacher 
educators may be unsure about its effectiveness in enhancing teaching 
and learning due to a lack of understanding of AI’s potential benefits 
and applications (Crompton and Burke, 2022; Zafari et al., 2022). 
According to Crompton and Burke (2022), AI can be applied in K-12 
education in three main areas: pedagogy, administration, and subject 
content. These educational applications demonstrate that AI can 
enhance instruction and expand students’ learning opportunities and 
outcomes by supporting personalized learning in K-12 education, 
including digital assistants and chatbots used to support classroom 
management. For instance, AI-enabled virtual teaching assistants, like 
Microsoft’s Cortana and Google Assistant, are being used for tasks 
like finding course content and learning materials in learning 
management systems. Some AI-integrated e-learning platforms, such 
as Duolingo and Khan Academy, can provide more personalized 
learning content and alternative learning solutions for learners with 
diverse needs. In addition, chatbots are gaining popularity for their 
ability to provide instant responses to students’ queries (Wu and 
Lin, 2023).

To further support AI education in K-12 settings, AI4K12 (2021) 
has proposed national guidelines and resources for five key AI 
concepts that they claim all students should learn: perception, 
representation and reasoning, learning, natural interaction, and social 
impact. These big ideas center around the knowledge of how AI and 
computers operate and interact with humans as well as their impacts 
on our society. The PowerSchool (2023) Education Focus Report 
highlighted that educational leaders believe AI has the potential to 
enhance personalized learning and revolutionize the future of 
education. The report, oriented toward a Global North context, also 
stated that “AI could level the playing field in K-12 schools by 
providing equitable support to students, allowing them to quickly 
learn basic skills such as essay writing or mathematics, while teachers 
can focus on more advanced concepts” (p. 3). However, it is crucial to 
address ethical issues, such as gender and racial bias, student data 
privacy concerns (Akgun and Greenhow, 2021; Crompton and Burke, 
2022), and questions of global access. These challenges need to 
be  thoroughly examined and addressed to ensure a safe, fair, and 
enhanced learning experience for all students.

AI holds the potential to transform education. At the same time, 
the opportunities and challenges AI presents vary, based on the unique 
educational landscapes of different regions as well as people who have 
been historically marginalized over several centuries. Many in the 
Global South have made efforts to incorporate AI into their educational 
systems. By Global South, we refer to those whose knowledges and 
identities have been challenged through the legacies of colonization and 
imperialism and who, yet, maintain often holistic, connectivist 
approaches to community, growth, and sustaining an increasingly ailing 
planet. We anticipate these as apertures toward dynamic and novel 
implementations that could also serve as examples for the Global North 
(the peoples who have historically done the colonizing and who most 
fully experience what we would call modernity)–a potential inversion 
of teaching and leading. For instance, in India, the government adopted 
an AI4All initiative and partnered with technology sectors to infuse AI 
in curricula and projects to ensure accessible AI education in schools 
to enhance digital literacy and engage learners in AI education for the 
digital-age workforce (UNESCO, 2022, report). As UNESCO being a 
key player advocating for ethical and accessible AI education in the 
Global South, they emphasize the need to develop AI strategies that are 
aligned with international norms and principles to ensure responsible 
AI application in education (UNESCO, 2023).

While AI has potential and has created more accessible knowledge 
and equitable opportunities in education, the structural limitations in 
the Global South and geographically concentrated benefits in the 
Global North have caused AI disparity and divide (Arun, 2020; Yu 
et al., 2023). It is important to recognize that the potential of AI as an 
equalizer is contingent on addressing the need for equitable, accessible, 
and ethical AI in education. Scholars also emphasized that 
policymakers and decision-makers should be mindful and aware of 
the systems of discrimination while considering AI applications in the 
Global South (Arun, 2020). This is because the fundamental concepts 
of AI, which include classification, ranking, and training of big data, 
can unintentionally incorporate and embed existing bias and 
discrimination (Barocas and Selbst, 2016). Therefore, it is crucial to 
take into account the potential impact of AI solutions in perpetuating 
or mitigating societal inequalities.

Without these careful considerations in education, the application 
and potential of AI might exacerbate educational disparities rather 
than equalize education accessibility and opportunities. To narrow the 
gap of AI divide, there have been suggestions to adopt a human-
centered approach to AI, also known as human-centric AI in 
education. This approach prioritizes the needs, relevance, and 
personalization of learners and educators in the AI design and 
application process, with a focus on the transparency of AI algorithms 
and systems. To increase engagement and promote accessible, 
equitable, and ethical AI in education, various enabling factors such 
as the infrastructure for resource distributions and support, national 
policies and visions of AI education, training for educators, and 
culturally relevant and contextualized AI education materials must 
be  considered (Arun, 2020; UNESCO, 2021; U.S. Department of 
Education, 2023).

3 Details

In mid-February 2023, four of us, two instructional technology 
faculty, an early childhood education literacy faculty member, and I, 
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Sue, joined forces to take this 10-week course together voluntarily. 
Each week, we individually accessed the weekly curriculum. We then 
discussed, as a group of four, our questions and experiences engaging 
the material. My colleagues were gracious with all our queries, and 
I felt I was learning something new.

We needed to complete a final project as a group by the end of our 
10 weeks of study and discussions. The parameters were productively 
broad—some way we would take our new learning into the education 
world with substance from the course. Each week we  collectively 
submitted forms of work, usually thoughts and ideas surrounding 
working through and/or adapting certain AI components in 
education. However, by the end we  needed a capstone project to 
be submitted in the collective.

Two of us intended to take our direct knowledge from the course 
into our larger work. For me, Sue, this meant providing training to 
young people with whom I would get to work in Cuernavaca, Mexico, 
regarding AI. These youth are participants in a program I have worked 
with for over 10 years; they usually no longer attend official school and 
learn life skills at an organization established to serve these 
communities who live right up against the railroad tracks. While no 
one was forcing me to do this, something in me yearned to see what 
would happen if AI was brought to them via an interactive, live 
presentation. This spoke to my sense of equity in terms of providing 
the youth with early tools related to everyday, online uses (and 
dangers) of AI.

It was scary to note that, despite having borrowed heavily (with 
full permission from ISTE) from presentations about AI already 
shared in the class, I had to have my peers think about and provide 
feedback on my presentation about AI and education. I decided to 
follow a similar line of thinking from the course—explaining in brief 
what it was, including information about its history, including, for 
instance, the Turing Test as well as Eliza, and then deeper knowledge 
about what AI is, such as neural networks, large language processing 
models, and perception.

Then, we would get to the rich stuff of AI’s application, including 
learning how to differentiate between AI-generated and real photos, 
spot deep fake news, generate novel images through language, and of 
course, use ChatGPT.

To me, it was interesting to convey the who of my audience to my 
thoughtful group member colleagues. On one hand, I was relieved that 
two were from other countries and all had seen what under-resourced 
countries are like, both in terms of community strengths and 
challenges such as weaker physical infrastructures. I was both guessing 
at and using on-the-ground knowledge from my years-long peers in 
Mexico to convey the “who.” These were people who, like much of 
what Illich (2013) or Esteva and Prakash (2014) refer to as the 
“two-thirds world” have regular Internet access through phones, not 
laptops or tablets, and who are as intensely curious as anyone in the 
world about this technology. I knew I would have a laptop, a projector, 
and wifi to work with for a two-hour presentation. I also have worked 
with these young people in the past and had several concerns: Would 
they see the relevance of AI in their lives? Would my presentation 
be dynamic enough to maintain their attention? Would they be able 
to take learning with them to engage AI or at least have a better grasp 
of what it was? I knew I would be speaking with about 20 people ages 
12–17 after they had eaten their breakfast, provided at the 
organization, and after they had all collectively cleaned up the eating 
space and helped tidy the communal kitchen.

Our collective discussions were helpful prior to taking my 
presentation and later repackaging it into Spanish. First, my colleagues 
cautioned me that I was likely overly technical in my introduction and 
with the discussions of neural networks. Lauren was particularly 
helpful at hammering the point of finding a way for them to see the 
relevance early on. This was a curious task, as relevance in the 
U.S. might be established when thinking about robotic vacuums, ATM 
machines, or chatbots for use with companies when, say, paying bills. 
All these are non-starters with the audience I  would work with. 
Instead, I gave them background about how self-driving cars had their 
first accident in 2016  in which a passenger died. And ultimately 
I decided to start the entire presentation with information about how 
voices can be very easily cloned with AI and present real dangers with 
fake kidnappings and extortion. It was through our dialogic process 
that I was able to move beyond my fears and extend the presentation 
into thinking of how I would really meet them. In truth, I was deeply 
fearful I would come off as boring.

The workshop went surprisingly well (the slides for the 
presentation can be found at:1). I knew a few of the adult teachers and 
asked the students if they also had short names like I  did. Some 
children then told me their names. I  explained we  would look at 
artificial intelligence and asked if they had any notion of what it was. 
They said no, and then I explained it was like programming, like a 
language, just like I spoke English and they spoke Spanish, but that 
this programming used massive sets of data to create problem-solving 
and so on. Then I explained some of this type of problem-solving 
included facial recognition and personal assistants. I used my Siri as 
an example and asked it what the closest gas stations were. The 
students could see several good answers came up, and I explained how 
fast it was and dynamic to where I might be. I tried to get other kids’ 
faces to unlock my screen, and it did not work. We also discussed 
throughout the implications for medical research, such as having a 
radiologist (human) miss seeing a broken bone or tumor where AI 
might have a better probability of locating it and, thus, helping get 
better treatment. They were on the edge of their seats for much of that. 
We also discussed music streaming and how “it was God” behind the 
selection of music. I asked a kid if he had rancheras play, and he said 
never. Then, another kid I asked if he had rap music play. He looked 
at me surprised and said, “How did you know?” happily and meant it.

These were the kinds of examples I  brought in to show the 
everyday and increasing use of AI in their lives. I was surprised to 
be able to go over ideas such as reasoning, natural language processing, 
and perception as elements of AI to eager listening and questions. 
We did a quiz of what is “computer programmed” versus “AI,” and the 
kids were correct in assigning calculators to programmed and self-
driving cars to AI (among others). They enjoyed checking if they were 
right at the quiz’s end. The kids were surprised to learn of self-driving 
cars, though. This became an example where we all talked extensively 
about ethics—the electric bean sorter seemed too obvious an example 
to them. They wanted things that would clean their entire living space 
instead. It had occurred to me early on to discuss the cloning of voice 
software and how it could link with kidnappings, a real problem here, 
so I brought that up, and they were all concerned. We waited until the 

1 https://docs.google.com/presentation/d/1l1FyhatAgv344LdAEBRTnrdi0ch

4iEY7/edit?usp=sharing&ouid=117326083751569784291&rtpof=true&sd=true
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end to discuss having a safe word, a word that is only shared among 
trusted loved ones as code to show that people share the word (a safe 
word can be used, for instance, to indicate that when a young person 
calls her parent to get help, the parent understands there is a pressing 
emergency that the child does not want to discuss in front of others).

Some of the most dynamic work including playing on some AI 
tools together, where they gave me questions for ChatGPT (in 
hindsight I should have asked them how ChatGPT was programmed 
to help review). They asked questions such as, “Is there life outside of 
earth?” (the short answer was most likely) and “When will it rain in 
Cuernavaca?” (this answer was not robust, just that “it rains all year,” 
which was lackluster because there is a rainy season here).

Another kid asked what was Taylor Swift’s most popular song… 
the answer eventually came as “Shake It Off.”

The room I was in eventually got to over 90 degrees Fahrenheit 
with some fans providing minimal relief overhead. The 20 12 to 
17-year-olds got a little distracted at times, but they mostly stuck with 
me. We did AI visual arts together, the first one they requested being 
of two boys from the group (just their names) as cowboys in the 
afternoon. The image was comical but also kind of cool. The kids 
asked for a wolf-eagle (neat!) and an elephant, a ghost, and a cow. That 
was all surreal to me. I had downloaded one of their teacher’s faces, 
and the images did not come back pretty, which was irritating. We also 
did guess the real face which was actually hard, perhaps in part due to 
projecting on a physical screen during full daylight. Subtleties were 
harder to tease out. One of the youths had a good understanding of 
programming and asked a lot of questions and provided strong 
answers, I even told him I wished my university students had such 
good answers at times.

We finally got to the safety word after nearly 2 hours, and I had the 
kids share their imagined safety words, cautioning them to go home 
and do a new one. They spoke with animation, gave a few examples, 
and then I implored them to use them at home. The students and adult 
facilitators applauded–an unusually enthusiastic ending–and 
I understood I had succeeded in keeping their attention about AI, and 
that we had all learned something from the experience.

4 Discussion section

A few days prior to speaking in Cuernavaca, I had a meeting with 
the woman who had established their most recent curricular format, 
the one that centered Ruiz’s (1997) The Four Agreements as a curricular 
foundation. She said, “Why would you go teach them about AI?” with 
trepidation about what my experience might be like. I had a lot of 
anxiety that this would go terribly, that they would be bored and let 
me know they were bored, and that I  would not last longer than 
15 min. Luckily, and this is perhaps the most important part of my 
learning, these young people who do not own personal computers 
were highly engaged and highly interested in what I had to share. 
They, too, wanted to be present in their quickly changing technological 
realities. When I said maybe they should be programmers, I did not 
mean it falsely, and it seems like the kind of thing they could bring 
themselves to learn to do online. I also was honest and explained that 
when sharing things some were new to me, such as understanding that 
computer science was based on neurological research.

If I were to get to work with them again, I would probably have 
them do deeper dives into where AI is in Mexico and where they 

might be further impacted, but preferably with their devices in their 
hands or on laptops. For a first, two-hour introduction, it was exciting. 
It was also evidence that a novice to AI in education could successfully 
share about the latest happenings and make it relatable to youth.

Lauren and Janet were not surprised by the results that Sue 
reported. As expected, the content of the course focused on the 
capabilities of AI, and the faculty team spent much of the course 
thinking about how teachers might apply these capabilities to solve 
problems. There was one aspect of how AI works that repeatedly 
surfaced as important for teachers to understand, though, which is 
bias in generative AI. The data upon which large language models are 
trained and how they are trained (i.e., by humans) leads to the same 
biases that humans have, particularly around our culture and 
worldview. While teaching how AI models are trained is not strictly 
necessary in order to use them, based on our discussions, it seemed 
worthwhile to include this aspect of how the technology works so that 
teachers could apply it more responsibly and ethically.

It is clear that AI can be used by all and useful for all, based on this 
workshop experience; indeed, we  had succeeded in designing 
meaningful application of AI for youth in the Global South (Arun, 
2020) in this one instance. The urban youth who experienced the 
workshop demonstrated not only a deep desire to learn about AI but a 
set of tools at their own disposal to create with AI. We also note that 
even when the person sharing the knowledge is still relatively novice, 
the AI itself can help as a tool in generating the source material for 
creation. Co-creation of images, of dialog related to making sense of 
fake images and news, and learning about what AI is were rich pathways 
into this early phase of sharing generative AI tools; we  harnessed 
effective AI pedagogies with youth, despite the sense of generative AI 
being relatively nascent for the novice instructor (Crompton and Burke, 
2022). We also practiced the ways we could engineer prompts to learn 
from AI through ChatGPT. In some ways, the tools are clearly universal, 
though they are also always contextual. The youth had asked ChatGPT 
about the climate and rains in their city; asking about, say, Tokyo, in this 
case, would have been less productive or interesting.

We also saw the technology’s current limits and recognized our 
own embodied knowledges (Mignolo, 2007) as systems of 
understanding well worth maintaining, still. Thus, we recognize the 
Global South should not only be  a sort of consumer of AI but a 
generator of AI; a generator whose depth of knowledge sometimes 
surpasses and circumvents the modernity of the Global North. 
Teachers and teacher educators must be aware of these issues so as to 
help share the knowledge related to AI and providing access. As 
we remain concerned about bias and ethics in AI, we recognize the 
inclusion of Global South knowledges and knowledge production can 
not only be engaged, but we argue, a source of content that AI uses as 
it makes predictive knowledge further available.

We caution that the creative process is one that is best engaged 
through dialog, under a sense of the conditions in which the people 
engaging the AI live. For instance, in this context, a “safe word” in a 
non-AI tool that can be used to mitigate the negative impacts of AI 
and was of very high interest to the participants. We also suggest 
teaching the tools in a way that recognizes the lived realities of people 
in the Global South (e.g., Esteva and Prakash, 2014). For instance, 
instead of suggesting a robotic vacuum as an AI tool for cultures that 
do not use vacuum cleaners, we discussed what a bean sorter might 
work like (even though this still was not the best example!). For future 
work, we suggest meeting with local participants prior to offering the 
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workshop (which happened to be couched in a larger, decolonial study 
abroad program). The initial intent was to pilot the workshop; a better 
design would have included a survey the participants could have taken 
with an opportunity to provide feedback on how to improve and for 
content suggestions for future workshops–ideally, workshops they 
could eventually help to create.

What does this mean for teacher education researchers outside of 
technology and education? We believe this work illustrates first, that 
it is worthwhile to find entry points of dialog and real learning with 
the “tech-averse” among us. Part of that bridging includes sensitivity 
from those who are trying to foster a broadening of participation from 
within the circle from which computing and educational technology 
is generally designed. In this case, Lauren and Janet were kind, 
answered questions, encouraged our participation, and even 
congratulated our efforts. We  also recognize that cross-discipline 
dialog was fascinating and useful. Lauren and Janet were able to 
convey so much about technology and computational thinking to the 
two of us who were outsiders, and the outsiders were able to show 
both a deeply applied framework for engaging AI with early childhood 
literacy and a host of ethical concerns, such as the question related to 
epistemology relayed in the introduction above.

In the meantime, we  each continue in our unique roles, but 
we continue to find some generative overlap. When we began the ISTE 
course together, this idea had not been born yet, but now, as with AI, 
it seems anything can be possible. For us, that possible must include 
the knowledges, designs, and voices of the Global South.
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