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Artificial Intelligence (AI) promises to revolutionize nearly every aspect of human 
learning. However, users have observed that the efficacy of AI assistants hinges 
crucially on the quality of the prompts supplied to them. A slight alteration 
in wording can make the difference between an assistant misinterpreting an 
instruction and exceeding expectations. The skill of precisely communicating 
the essence of a problem to an AI assistant is as crucial as the assistant itself. 
This paper aims to introduce Prompt Engineering (PE) as an emerging skill 
essential for personal and professional learning and development in the 21st 
century. We define PE as the skill of articulating a problem, its context, and 
the constraints of the desired solution to an AI assistant, ensuring a swift and 
accurate response. We show that no existing related frameworks on 21st skills 
and others cover PE to the extent that allows for its valid assessment and targeted 
promotion in school and university education. Thus, we propose a conceptual 
framework for this skill set including (1) comprehension of the basic prompt 
structure, (2) prompt literacy, (3) the method of prompting, and (4) critical online 
reasoning. We also discuss the implications and challenges for the assessment 
framework of this skill set and highlight current PE-related recommendations 
for researchers and educators.
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1 Introduction

The development of assisting Artificial Intelligence (AI) tools promises to revolutionize 
almost all fields of human learning. The widespread adoption of emerging digital technologies 
has accelerated the development and the speed of information exchange. It has become 
obvious that learners require a specific competence to be able to process various forms of 
information to successfully undertake tasks in disciplinary and cross-disciplinary contexts. As 
part of this transformative trend, the cultivation of 21st century skills has been deemed 
essential to preparing a global workforce to succeed in an increasingly data-centric and 
information-driven society.

While a universal definition of 21st century skills is hardly possible due to numerous 
different frameworks, their common features can be determined. These skills are generic, not 
specifically tied to any particular professional domain, and essential for personal development 
in the ever-changing 21st century (Foster and Piacentini, 2023). These skills include online 
information problem-solving (Goldman and Brand-Gruwel, 2018) and other abilities required 
to evaluate and process new information and competently use it in various settings (Foster, 
2023a; Pellegrino, 2023).

Not only has ChatGPT become a pervasive presence within the computer-reliant 
programming and technology sector (Chen et al., 2023a; Ridnik et al., 2024) and the research 
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community (Kasneci et al., 2023; Giray, 2023), it has also established 
itself in various service industries (Opara et al., 2023). Consequently, 
this new tool has infiltrated the learning and workflow of students, 
transcending the boundaries of technological focus. The impact of 
such AI tools on society has already been so immense that some 
researchers have claimed that some fields, such as education, are 
significantly disrupted by them (Cain, 2024).

Hosseini et al. (2023) surveyed students beginning university who 
reported using ChatGPT (very) often while learning at school and/or 
in professional training. Proficient utilization can surmount inhibition 
thresholds associated with familiarizing oneself with a particular 
topic, expedite information processing through summarization, 
visually and systematically process information, validate writing, and 
serve various other functions (Mohr et al., 2023). Some have claimed 
that AI tools like ChatGPT can promote “unlearning,” resulting in 
students acquiring less knowledge and underperforming due to less 
intensive cognitive learning processes (Abbas et al., 2024). Another 
aspect of this negative impact is the blind trust in ChatGPT’s 
responses, causing users to accept the outputs of Large Language 
Models (LLMs) without critical evaluation (Krupp et al., 2023).

The malleability and adaptability inherent in LLMs render tools 
like ChatGPT capable of fundamentally altering virtually all processes 
to which they are applied. Nonetheless, LLMs are not the only type of 
AI assistance on the agenda. Text-to-Image models, Speech-to-Text, 
polymodal AI tools, and other tools have already been in the practice 
for quite a while, sufficiently expanding the societal and learning 
impact of AI.

While LLMs have been in development for years, the release of 
ChatGPT to the general public by OpenAI in autumn 2022 has 
marked a shift in use affordances of digital and Internet-based tools 
even compared to the seemingly ubiquitous search engines. In 
contrast to such engines, LLMs provide full-text responses to longer 
inputs by users, are more friendly to further inquiry and chatbot 
communication, but typically include fewer references or direct 
hyperlinks that would guide users to leave their interface. Still, the 
usefulness of open-access ChatGPT for learning (not least in higher 
education) has been quickly noted.

Although ChatGPT erupted onto the scene very quickly, users 
have just as quickly noticed that the performance of many types of 
AI-assisting tools highly depends on the quality of prompts supplied 
to them (Ekin, 2023). Changing just a couple of words in the prompt 
can split the difference between the AI tool failing to understand the 
instruction and outperforming the request. From a technical 
standpoint, the importance of prompt accuracy is not particularly 
surprising, since LLMs (the engine of tools such as ChatGPT) are 
focused on predicting the next language token. Tokens are essentially 
building blocks of written language–punctuation, specific forms of 
words, word endings (such as-s or-ed), and so on. They combine in a 
sequence to produce the written text. Correspondingly, the 
fundamental task of such LLMs is just to use probability to predict the 
next token conditional on the previous tokens. Given this, it is 
expected that the model performance will depend on the quality of 
the prompt. Typically, the more detailed and explicit the prompt is, the 
more precise the model is in its response.

Moreover, users might experience difficulties evaluating the quality 
of LLM output. Recent research has already registered that LLMs 
(including ChatGPT) can hallucinate (Alkaissi and McFarlane, 2023). 
LLMs can invent facts and references that are non-existent or factually 

incorrect. This degrades the quality of model output even to a degree of 
rendering it unusable. Users might overlook this, which poses an 
additional challenge in the use of LLMs. This challenge is compounded 
by the users’ concurrent adoption of conflicting roles, serving both as the 
processor and the supervisor of the task because ChatGPT does not 
indicate how certain it is about the given answer or whether the prompt 
needs to provide more information. The amalgamation of these dual 
responsibilities contributes to the heightened complexity and intricacy of 
the communication process within the context of utilizing LLMs, and ipso 
facto requires meta-awareness and ambiguity tolerance on the users’ part.

Additionally, some research has suggested that the correct 
prompting of an LLM can enhance its performance to the point that 
special fine-tuning of a foundational model (trained on a generic 
corpus of texts without any particular specialization) might 
be unnecessary. For example, Nori et al. (2023) and Maharajan et al. 
(2024) have shown that the correct prompting technique can improve 
LLM performance to the extent that that foundational models 
outperform specially fine-tuned LLMs in medical knowledge. This 
demonstrates that prompting is an immensely powerful phenomenon 
that holds a dramatic influence on LLM performance.

Recently, Microsoft has released BingGPT and Google introduced 
Gemini as the preliminary merged search engines with LLM capabilities. 
LLMs with increased capabilities have been continuously released over 
the past months. This wild universality of LLMs and their capacity to 
quickly work with unstructured information renders their application 
increasingly and continuously important and popular across many fields. 
Hence, the necessity of exact prompting skills may vary by application 
and are expected to change, however, the general insights on LLMs apply, 
as long as the types of interfaces, training, and output quality prevail.

While some AI tools themselves can help to reformulate and 
improve the prompts (Zhou et al., 2022) via dialoguing with a user, it 
takes time and still does not guarantee the desired result. Moreover, 
some tools (i.e., Text-to-Image models) might experience difficulties 
in improving the prompt in the situations where users apply too many 
constraints on the desired solution. These constraints might mislead 
the model, forcing it to focus on the insufficient details. In the end, the 
only way left to communicate with the tool is through trial-and-error 
until the user is satisfied with the solution. The iterative nature of trial-
and-error can be  time-consuming, inefficient, economically 
burdensome, fallible, and may introduce security risks into critical 
decision-making processes, potentially leaving errors unobserved and 
further impacting corporate success and the well-being of users.

Thus, being able to concisely communicate the nature of the problem 
to the AI tool is as valuable as the tool itself. Without this skill, users may 
fail to receive an acceptable and correct solution. In this respect, 
we disagree with those researchers in the data science community who 
argue that PE is merely a facet of general communication skills (Morton, 
2024). Merely speaking a language does not assume good communication 
skills, and similarly, a good communicator may not inherently possess 
the skills necessary to effectively interact with AI. Therefore, we aim to 
define PE as a distinct skill which warrants investigation within the 
educational and psychological sciences.

2 Research objectives

Numerous higher-order (meta)cognitive skill concepts have been 
developed through research, which theoretically define the proficient 
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utilization of digital information, communication, and learning tools. 
These include skills related to Information and Communication 
Technology (ICT; Kaarakainen et al., 2018), digital skills as measured in 
the PISA assessment (OECD, 2023), and Critical Online Reasoning 
(COR) skills (Molerov et al., 2020; Nagel et al., 2020, 2022; Schmidt et al., 
2020). The previous concepts at least do not explicitly address and 
conceptualize the skills for the competent use of AI-supported tools, but 
only elaborate on the necessity of creativity and higher-order, 
metacognitive skills without a specific relation to AI (PISA 2025 
framework; Hu et  al., 2023). As transversal skills like information 
problem-solving gain prominence in education as essential 21st century 
skills (Foster, 2023a; Pellegrino, 2023), the cultivation of PE skills 
becomes particularly crucial. Competent ChatGPT use heavily relies on 
well-formulated and elaborated prompts. The proficiency in crafting 
prompts is essential to anticipate and minimize the risk of inaccurate 
answers, necessitating a thoughtful process of reflection and rehearsal.

This paper aims to address this desideratum and to conceptualize 
PE as a specific skill in the 21st century. We claim that defining it in a 
manner akin to generic competencies (which are universal across 
many professions; Shavelson et al., 2019) is beneficial, as the variety of 
tasks that LLMs can solve or assist in solving are virtually infinite. 
Based on a systematic, structured analysis and synthesis of previous 
relevant concepts as well as the elaboration of specific requirements 
for dealing with AI tools competently, we  aim to develop a new 
conceptual framework and discuss implications for a corresponding 
PE assessment framework, which holds particular research and 
practical significance. Studies have already assessed PE as a skill 
without explicitly defining its components and indicators (Knoth 
et al., 2024b) and related it to collateral literacies such as AI literacy 
(Knoth et al., 2024a). Such preliminary work indicates that educational 
researchers recognize the importance of investigating PE as a distinct 
skill. A comprehensive PE definition and conceptual framework have 
not yet been developed.

Following the conceptual analyses, we conclude that this skill is 
necessary for learning and working with such AI-supported tools like 
ChatGPT, and as such requires separate and specific investigation 
from the educational science perspective as a new 21st century skill.

3 Research focus

In this paper, we commence by elucidating the concept and theory 
surrounding PE and online reasoning skills. This strategic, analytic 
approach aligns with the notion that assessment, fundamentally 
perceived as a process of reasoning from evidence, necessitates a 
thoughtful design (Mislevy and Haertel, 2007). We  utilize the 
assessment-targeted approach because it is exactly the field of 
educational assessment that links together theoretical ideas about the 
construct nature and the rigorous orientation to the data (Pellegrino 
et al., 2001). Therefore, this paper seeks to establish a foundation that 
integrates both theoretical frameworks on online reasoning skills and 
practical insights from PE. This dual approach aims to inform the 
design of assessments, ensuring they are not only rooted in sound 
theoretical principles but are also practically applicable to the specific 
context in which they are employed.

Hence, to provide a necessary foundation for developing a PE 
assessment framework, this paper takes one of the first steps, aiming 
to spark a discussion on the conceptual framework of PE skills in 

educational research. Taking the inspiration from the Evidence-
Centered Design (ECD; Mislevy and Haertel, 2007), we  start by 
defining claims on how students are supposed to understand and use 
AI tools in the context of online reasoning. The insights from this 
paper will serve to inform the development of the ECD-based model 
of PE in future research.

Regarding PE, we make a distinction by the type of model it is 
applied to. In this paper, we focus on the LLMs, and not Text-to-Image 
Models, since they have their own specific manner of engineering 
prompts (Liu and Chilton, 2022; Oppenlaender, 2022). LLMs (or 
polymodal models) might be applied to a significantly wider variety 
of tasks, making them more flexible.

Moreover, we focus on the application of ChatGPT as the main 
and one of the most general AI-assisted tools. We also focus on the 
user side of PE, and not on the technical side of improving the model 
performance by specifically training it for the task. This machine 
learning subfield is also called PE, but it focuses on technicalities, like 
text embedding optimizations (Gu et al., 2023), or training on specific 
outputs indicating the nature of reasoning of a larger model 
(Mukherjee et al., 2023). Hence, for the sake of this paper, we exclude 
any procedure that implies re-estimation or optimization of the LMM 
parameters from the scope of PE and focus it exclusively on the user-
side of LLM applications.

In addition, we make a distinction between PE as a (composite) 
skill and PE as a practice. PE as a practice has been described to some 
extent by other researchers (Cain, 2024; Wang et al., 2023b), and some 
showcase examples aimed at learning PE (Google, 2024). The 
description of PE practice is focused on unsystematized hints, tricks, 
and examples intended to help users achieve the desired result from 
an LLM. In the description of PE as a practice, many researchers 
emphasize that PE is often a continuous process that unfolds over 
several iterations of interactions between a human user and an LLM, 
much like many other information processing-related practices. This 
makes the description of the PE skill, like descriptions of many other 
information processing-related skills (Goldman and Brand-Gruwel, 
2018) challenging because this structure needs to be  able to 
incorporate the sequential aspect of the process. In such processes, 
many distinct cognitive components might activate in different orders 
or simultaneously, complicating their untangling for research 
investigations. However, the structure of the skills utilized in PE 
practice has been scarcely addressed, which serves as the motivation 
for this paper.

The (online) information literacy concept, regardless of the exact 
framework or definition, typically splits into passive (user) and active 
(developer) use (Koltay, 2011). In this paper, we discuss PE in the 
context of only passive use by (higher education) students for learning 
and knowledge acquisition, which corresponds to engineering 
prompts and evaluating LLM output. PE itself, however, can 
be  considered under the frameworks of computer-assisted text 
production or creative writing, but these frameworks also lie beyond 
the focus of this paper as these aspects are more closely related to 
linguistics, media and communication science, rather than 
educational science.

While skill descriptions in Internet use and information 
acquisition might also apply to LLMs in general, our conceptual 
analysis illustrates that skills for competent use of LLMs (including 
PE) for learning differ from most skills in frameworks. Given the 
enormous interactivity of LLMs, their dependency on user input, their 
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virtually unlimited knowledge, and their tendency to hallucinate while 
remaining very convincing, we conclude that PE requires distinct 
skills not covered by traditional (online) information literacy 
frameworks. To conceptualize a specific PE skillset, we review related 
prior skills frameworks, illustrating what we can learn from them, but 
also how they fall short in modeling specific PE (sub)skills, revealing 
a gap in the research.

4 Review of online skills frameworks 
and their distinctions from prompt 
engineering

When designing conceptual (and assessment) frameworks for 21st 
century skills related to AI, one first needs to identify the knowledge 
and skills students need while engaging with tasks. We, therefore, relate 
PE to a selection of prominent skill frameworks and show that they are 
too global, referring primarily to search-engine-based Internet inquiry, 
and do not cover LLMs, even lacking entire PE components (see also 
Zlatkin-Troitschanskaia et al., 2021). This section aims to illustrate that, 
although these skill frameworks are relevant for contextualizing PE in 
a pre-2023 Internet, they are currently insufficient for describing PE 
itself or in the context of the Internet in 2024.

4.1 Prompt engineering as part of 
(exploratory) technology use and targeted 
inquiry for information acquisition

Prompt Engineering (PE) for learning in (higher) education can 
be considered under at least two broader kinds of activities that relate 
to research on ‘literacies’: digital technology use and manipulation (as 
part of digital literacy) and information acquisition (as covered in 
information literacy) (for a differentiation, Koltay, 2011; for a synthesis 
for assessment of digital information literacy in higher education, 
Sparks et al., 2016).

In using digital technology, (higher) education students’ 
understanding and use of LLMs (and corresponding tools like 
ChatGPT) can be examined as the ability to use a specific class of 
platforms for adequate purposes in ways to achieve desired results, 
e.g., to obtain textual output with specific qualities from an LLM. This 
paradigm highlights that the user

 1. decides to consult an LLM (vs. other information resources) to 
acquire specific types of information,

 2. interacts with the selected LLM,
 3. ends the interaction when a compelling mental or emotional 

state is reached (e.g., satisfaction, frustration, tiredness, 
boredom), having either completed their inquiry or not.

Here, the motivation for selecting a specific LLM is important, 
and LLM(s) might or might not be the only source of information for 
the user. Regardless, PE in this context refers to the sub-phase of 
inputting and refining prompts and marks the user’s main active input 
to the LLM to obtain desired information. This perspective helps 
frame students’ general tool exploration and experimentation (among 
platform novices), their versatility in interacting through inputs, 
troubleshooting, ludic use, and unintended or original technology uses.

In the context of exploratory technology use, such as the inquiry 
of a new topic to assess a resource’s usefulness, users may not 
necessarily aim for efficient prompting. Instead, they may seek to test 
the capabilities of an LLM within their domain of interest, evaluating 
factors such as breadth and depth of answers, as well as information 
quality. This testing may involve pushing the LLM to its limits to 
understand its full potential. By contrast, for specific inquiry, more 
skillful goal-directed users can be expected to seek to obtain only the 
types of information the present LLM can indeed produce (above their 
desired quality threshold). Thus, part of the PE skill set includes 
knowledge and understanding of what the LLM system can and 
cannot do to judge its suitability to a given task and use it only for as 
long as it is helpful (section 5.1). Advanced users can benefit from 
understanding the capabilities and limitations, ethics and privacy 
tradeoffs of different LLMs (including their multimodal data 
capabilities), the coverage of their training databases, reasoning 
capabilities, speed, energy use, cost, and other metadata. This 
knowledge enables them to select the most suitable set of tools for 
their inquiries.

4.2 Prompt engineering and online 
information problem-solving skills

In the tradition of research on information literacy, 
conceptualizations have combined general tool use for active 
production and (passive) interpretations of information, but have still 
been deficient in conceptualizing Internet-based skills (Foster and 
Piacentini, 2023). More applied conceptual approaches have sought to 
narrow this gap, from Multiple Document Literacy and Multiple 
Source Use/Comprehension/Understanding to Information Problem 
Solving on the Internet (IPS-I) (for an overview, Goldman and Brand-
Gruwel, 2018; List and Alexander, 2019).

IPS-I (Brand-Gruwel et al., 2009) was derived as a descriptive 
model of (five) phases that users go through when solving tasks that 
require the acquisition of information expanded for the Internet. 
These phases cover analysis (problem analysis and prior knowledge 
activation, searching the Internet for information, preliminary and 
deeper processing of information along with evaluations and 
reflection) and synthesis (text response drafting, and process and 
product evaluation), accompanied by regulation (on task, time, test 
content). Despite the good description of the online inquiry phases in 
the IPS-I model, its explanation of sufficient reasons to conclude an 
online inquiry can be improved (Goldman and Brand-Gruwel, 2018). 
Moreover, IPS-I employs task covering typical online platforms but 
does not model their affordances explicitly, and does not yet include 
a differentiation of single-or multi-platform inquiry, or search engine 
vs. LLM querying.

In general, the IPS-I framework, although promising, needs to 
be adapted to LLMs. For instance, the search component is entirely 
geared toward search engines, and evaluation does not account for 
specific LLM cues or the pages-long machine-generated text (although 
it does highlight checking page ownership). Moreover, reasoning in 
IPS-I does not cover how the typical responses of LLMs can veil a lack 
of specificity or contain factually incorrect information.

The weighting of facets should differ for PE, as well. In evaluation, 
there are fewer website cues to be considered, while specific LLM 
language cues can become more important. Knowledge of LLM 
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production becomes more crucial for discernment of output quality; 
for instance, domain knowledge which serves as a critical reference is 
typically still underdeveloped among learners. Regarding syntheses 
and reasoning, LLMs can effectively carry out part of the thinking for 
users. The key question becomes how satisfied, if at all, are users with 
the respective LLM output (when to cross-check with further sources 
or not), and what are possible pitfalls of LLMs to be hedged against. 
As LLMs can now forward queries to other LLMs and deliver results 
for several of the IPS-I inquiry subphases for the user, while 
augmenting the requirements for others such as prompt formulation, 
it remains to be seen in future descriptive studies if the IPS-I phase 
structure will hold for this new platform type.

4.3 Prompt engineering and PISA’s 
framework ‘learning in the digital world’

One of the flagships of the educational assessment practices is 
OECD’s Programme for International Student Assessment (PISA). 
While it focuses on school students, PISA showcases assessment 
innovations and key 21st century skills targeted in each wave. With the 
advent of assessing broader skills, such as critical thinking and 
problem-solving in PISA (Pellegrino, 2023), the necessity of competent 
use of technology and fostering PE skills becomes increasingly 
evident. Assessing and unveiling educational needs to prepare 
students in leveraging technology effectively in an increasingly 
information-driven society, including the adept formulation of 
prompts for AI tools like ChatGPT, becomes a pivotal aspect in 
ensuring comprehensive educational outcomes.

The PISA 2025 model responds in part to recent technological 
trends with the Learning in the Digital World (LDW) framework. The 
authors break the skills of learning with and from software down into

(1) computational and scientific inquiry practices (analyzing 
problems and recognizing patterns, working with software outputs, 
conducting experiments and analyzing data),

(2) metacognitive monitoring and cognitive regulation (progress 
monitoring and adaptation, performance and knowledge 
evaluation), and.

(3) noncognitive regulation processes (maintaining task 
engagement and affective states).

While PISA’s LDW framework is limited to offline administration 
to school students (thereby limiting its use for open search), a chatbot 
has been implemented, and exploratory tool use is designed intuitively 
so as to tap into (secondary school level) technology-based data 
manipulation and examination principles. On-task learning is 
included as part of the assessment and is measured through logged 
indicators constructed from situational inference rules. Inputs are 
limited to presented stimuli. However, the LDW framework (2025) 
also presupposes a closed information environment, which in this 
instance does not seem to include LLM-like tools (i.e., a highly 
versatile chatbot).

4.4 Prompt engineering and open (web) 
search assessments

The development of AI tools goes toe to toe with the assessment 
innovations, making the current educational assessment practices 

more authentic and complex (Sabatini et  al., 2023). Assessment 
innovations have rapidly evolved in the recent past, also paving the 
way for more complex conceptualizations of skills (with the prospects 
of feasible operationalization). Particularly, there is a shift from closed 
information pools (including in multiple source use) to open (web) 
search assessment environments (Wineburg et al., 2022). This places 
much more emphasis on subskills such as targeted search, rigorous 
selection, and cross-referencing to obtain useful information, under 
the uncertainty connected to never seeing the entire information pool. 
This contrasts with the careful evaluation of every source and 
deduction of information from a limited information pool, as in 
assessments with a document library (Shavelson et al., 2019). Thus, 
open web search assessments, compared to closed ones, differentially 
tap and weight-assessed subskills in a more ecologically valid setup. 
They place importance on design features such as abundance vs. 
scarcity of acceptable quality alternatives, noise vs. no noise, access, 
familiarity, and affordances for information search and organization. 
However, they also raise the need to account for cheating opportunities 
and changes in the information pool.

LLMs can further increase these differences, while also 
synthesizing and filtering out some of the interim complexity of open 
web search assessments. LLMs are generative models, meaning that 
they can generate new texts that never existed before. Hence, many of 
the open web search characteristics also apply to their use. An LLM’s 
capability to recombine, structure, preselect, and synthesize 
information (while leaving the undisplayed bits and even sources 
opaque) differentiates it from search engines and results in a 
corresponding weighting of required skills. Users need to put less 
thinking effort into drawing inferences and compiling an (initial) draft 
that summarizes their inquiry, as the system can do this step for them. 
Corrections are also facilitated. Compared to search engines, LLMs 
are more dialogical, e.g., in explicitly restating, reaffirming, specifying, 
correcting user’s prompts (seemingly in their own terms), and are able 
to autonomously apply suggested changes to entire text blocks of 
results. Therefore, studying and assessing PE as a new education-
relevant skill requires the application of sufficiently complex forms of 
assessment practices.

4.5 Prompt engineering and critical online 
reasoning skills

Critical Online Reasoning (COR) is a recent conceptualization of 
the skillset necessary to acquire, evaluate, and reason with and about 
sources and information from the Internet, developed for the setting 
of learning in higher education (Molerov et al, 2020; Nagel et al., 2020, 
2022). COR provides a convenient conceptual adaptation and 
development of IPS-I phases to the process of solving complex, open-
ended information problems in a mixed information quality 
environment (Molerov et al., 2020). In particular, COR includes three 
interconnecting facets: “Online Information Acquisition” (OIA), 
“Critical Information Evaluation” (CIE), and “Reasoning Using 
Evidence, Argumentation, and Synthesis” (REAS), as well as a meta-
cognitive facet (MCA) for the situation-specific activation and 
regulation of the COR skills.

COR was developed to implement advances in assessment, 
specifically to include ecologically valid open web search in assessment 
(with associated web behavior tracking). COR has aspired to capture 
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competent behaviors regarding differences in the credibility of online 
sources and information, focusing on students’ discernment of 
Internet sources and content in the face of realistic challenges online, 
such as a multitude of information, low-quality information, and/or 
misinformation (Molerov et al., 2020).

COR, too, was conceptualized before the popularization of LLMs. 
Today, students may find satisfying answers on ChatGPT and avoid 
further search or synthesis. LLMs can offer recommendations on 
general evaluation criteria. By loading or copying texts and sources 
into the LLM as part of a prompt, students may also obtain full 
machine evaluations.

4.6 Prompt engineering and artificial 
intelligence literacy

One of the more recent concepts, Artificial Intelligence (AI) 
literacy, is also relevant to the discussion of PE. In response to the 
rapidly developing AI field, the educational science community has 
already begun attempting to define the skills needed for competent AI 
use. AI literacy concerns AI in general, which is far broader than the 
topic of using LLMs. The concept of AI literacy distinguishes between 
generic and domain-specific use of AI (Knoth et al., 2024a), which 
includes numerous AI tools and machine learning models developed 
for narrow use in specific professional fields. Moreover, the explicit 
inclusion of attitudes in AI literacy (Wang et al., 2023a) binds at least 
part of the operational indicators of the construct to the self-report 
format, which becomes troublesome in the case of developing 
educational assessments.

Attempts to include more objective measures of AI literacy, 
however, tend to focus on the general knowledge of respondents about 
the structure, nature, and functioning of AI (Hornberger et al., 2023; 
Weber et al., 2023), which is not the same as defining what allows a 
person to use AI successfully, albeit complementary to this ability. 
Moreover, the employed items have been of multiple-choice format, 
which increases standardization but can threaten the authenticity of 
the assessment and ecological validity of claims about the respondents.

Given that our definition of PE aims to isolate the cognitive nature 
of the skill specifically tailored for the use of LLMs, we conclude that 
this is a distinct skill, which might be considered a part of AI literacy 
but is not defined by it. Within AI literacy (i.e., among all available 
types of AIs), LLMs and their use comprise a portion of a specific type 
of AI. Within LLM use, PE comprises a significant portion of the skills 
needed. Moreover, AI literacy frameworks are still in the early stages 
and evolving, requiring more specificity in various subareas. While 
general considerations about the functioning of AIs apply to PE as 
well, most parts are still underspecified.

In summary, the abovementioned skill frameworks focus on the 
perspective of students as agentic learners who actively regulate their 
own learning processes. Therefore, PE and LLM use are compatible 
with the above frameworks, as they essentially relate to the consistently 
emerging cognitive, metacognitive, and self-regulatory skills (Foster, 
2023a; Roll and Barhak-Rabinowitz, 2023). They can be attributed to 
the respective search phases as well as partly to the evaluation and 
reasoning phases, if the assessment’s operationalization grants 
students access to LLMs. However, the frameworks are not specific 
enough in addressing how users can skillfully interact with the 
AI-supported tools like ChatGPT to obtain desired information, 

leaving a number of conceptual questions open. As with any new 
technology, novel affordances call for new (sub)skills, too.

5 Conceptualization of prompt 
engineering skills

For the sake of this paper, we  define PE as the skill of 
communicating the problem, its context, and the constraints imposed 
on the desirable solution to an LLM to solve it correctly as fast as 
possible (Lo, 2023a). Thus, this skill conveys the user’s needs to an 
LLM in a manner that the model can understand. However, since the 
tasks to which the LLMs can be applied vary, the prompts for their 
application vary as well (White et al., 2023), so there is no general 
“best” prompt structure. Instead, it makes sense to describe the PE as 
a composite skill consisting of a combination of several subskills 
involved in the communication with the LLM. We describe PE as a 
composite multidimensional skill consisting of four skills, intertwining 
in the practice of using an LLM (Figure 1).

Since the purpose of this paper is to develop an operationalization 
of PE that can be  flexibly used in the development of various 
assessments, either in parts or entirely, we do not provide a taxonomy 
of behavioral indicators (e.g., Bloom’s taxonomy; Anderson and 
Krathwohl, 2000). Such taxonomies are closely linked to the exact type 
of claims about respondents that the assessment aims to make and are 
therefore defined by the purpose of the assessment (Mislevy and 
Haertel, 2007). Describing any taxonomy of behavioral indicators in 
the context of PE would reduce the possible scope of such applications 
and purposes. Instead, we aim to broadly describe the structure of the 
PE construct, which can be  developed and used further. The 
application of an incorrect taxonomy can result in the misspecification 
of the assessment framework, a decrease in the authenticity of the 
assessment, and a degradation of the validity of the final claims. To 
further enrich the understanding of PE, we juxtapose online skills 
frameworks to integrate and adapt their essence to PE skills.

5.1 Understanding the basic prompt 
structure

Giray (2023, p. 2630), following the DAIR.AI (2023) frameworks, 
lists four elements of a prompt. These elements, combined together, 
substitute a prompt, which formulates the problem, gives the model 
the necessary information to solve it, and contains output in the 
desired form:

 • Instruction – a specific task that guides the model’s behavior (e.g., 
“Proofread the text”);

 • Context – external information or additional context that 
provides background knowledge to the model, helping it generate 
relevant responses (e.g., “The text is an email that needs to follow 
an official corporate style”);

 • Input data – the content of the prompt that the model needs to 
solve, might vary given the instruction (e.g., contents of 
different emails);

 • Output indicator – specifies the type or format of the desired 
output (e.g., “Do not rewrite the text, only correct grammar, 
spelling, and punctuation”).
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Incorporating “output indicators” in the prompt structure 
implies that a user needs to have a projected image of the result. 
This means that PE inherently requires a user to know what they 
want. This will allow an AI tool to shape the output according to 
the user’s expectations. This allows the user to have 
representational benchmarks, against which the output of an AI 
tool is judged.

In sum, understanding the necessity to provide all these elements, 
as well as the ability to optimize them when needed, can be considered 
the necessary part of PE. The quality of these components is 
particularly important, since imprecise formulations or irrelevant 
information can derail the LLM’s response to the prompt.

5.2 Prompt literacy

Prompt literacy addresses the user’s ability to be precise in their 
formulations. None of the research to date has to come up with any 
exhaustive lists of requirements for being precise in prompts. Still, 
Hwang et al. (2023) define prompt literacy as the ability to generate 
precise prompts as input for AI tools, interpret the outputs, and 
iteratively refine prompts to achieve desired results. Others vaguely 
address this literacy in terms of avoidance of pitfalls and common 
mistakes that learners make while engineering prompts (Busch et al., 
2023; Lo, 2023b). Nonetheless, in practice, avoidance of the 
aforementioned pitfalls might not be necessary, as the improvement 
after an initial input or the general awareness of the limitations of one’s 
suboptimal prompts allows for the avoidance of incorrect conclusions. 
Mostly, researchers highlight such aspects of prompt literacy as 
(Giray, 2023):

 • Ambiguity or lack of specificity – without a concrete focused 
input, an LLM might wander away from a desired solution.

 • Bias reinforcement – an ill-formulated prompt might provoke an 
LLM to give an answer which can be interpreted as biased.

 • Overfitting and unrealistic dependency on model limitations – 
an LLM might not know all the specific details of a certain field 
or area, and as a result might be not the best consultant on an 
overly specific topic.

 • The correct context – LLM needs necessary and sufficient context 
to work with (e.g., “write an email” is not a specific enough 
prompt to solve a problem correctly).

 • Overly complex prompts – supplying too much information 
might trigger the LLM to focus on an irrelevant part of 
the prompt.

 • Ethical considerations – ethical and ecological use of an AI that 
does not inherently have values or an ethical system remains the 
responsibility of the user.

The aspect of ethical considerations has received significant 
attention in PE literature. It relates to the fact that many LLMs have 
pre-built system prompts (hidden from the user) that explicitly 
prohibit them from discussing unethical topics (e.g., crimes or 
violence). Because of this, so-called “jailbreaking” has gained special 
attention in PE literature as a way to relax this limitation (Zhou et al., 
2024; Yu et al., 2024). This topic is closely related to the general ethics 
of AI usage and is a specific field of AI research in general (Jobin et al., 
2019) and AI research in education specifically (Borenstein and 
Howard, 2021; Burstein (2024) for the Duolingo Standards on 
Responsible AI). While a rigorous discussion of this topic is beyond 
the scope of this paper, the ethics of PE, as well as the ethics of a major 
part of general AI use, boils down to keeping a human in the loop of 
the process involving an AI tool and holding the person accountable 
for the decisions made (Shah, 2024).

Interestingly, in some cases, the context of the problem needs 
to be reduced rather than explicated. For instance, in the study by 

FIGURE 1

The proposed structure of PE.
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Krupp et  al. (2023), a physics problem was phrased along the 
following lines: “Tarzan swings hanging on a liana of a given length 
with a given speed from a given height. He picks up Jane (who has 
a given mass) standing still on the ground. Calculate Tarzan’s speed 
right after he  has picked Jane up.” This phrasing can derail 
ChatGPT into discussing the Tarzan story, rendering the output 
useless. However, rephrasing the problem in terms of pendulums 
and loads will result in ChatGPT giving a correct response (or, in 
analogous cases, at least providing the user with the correct 
formulas for further calculations). This example illustrates that 
LLMs, like humans, can struggle to discern details from the core 
of the problem if the context is too unexpected. This behavior 
makes LLMs similar to humans who might experience the same 
difficulties (Carnoy et al., 2015). Therefore, a proficient level of PE 
requires the user to carefully measure the necessary and sufficient 
context for solving the given problem, not only expanding it (as is 
typically highlighted in the literature) but also reducing it in 
some cases.

In general, there is a striking similarity to item writing principles 
from test development and prompt literacy. For example, Haladyna 
and Rodriguez (2013) highlight 23 features that test items should have, 
among which, for example, are:

 • Test important content, avoid overly specific and overly 
general content;

 • Avoid opinions unless qualified;
 • Avoid trick items;
 • Edit and proof items;
 • Keep linguistic complexity appropriate to the desired output;
 • State the central idea clearly and concisely.

These similarities make sense conceptually, since, in both cases, 
the prompt/item writer is trying to be as precise, unambiguous, and 
economical as possible to achieve the purpose of prompt or 
assessment. This is attributed to the fact that, in both situations, a 
higher number of brief items can yield more reliable data, as the 
information can be amassed across a greater number of instances 
(Piacentini et al., 2023).

5.3 The method of prompting

The method of prompting is an aspect of PE that up until now has 
almost exclusively been studied from the technical perspective, or just 
anecdotally described by the users. The method of prompting is an 
inherent component of PE that includes using special verbal ways of 
organizing the prompt information to help an AI tool solve the posed 
problem. Although not all methods of prompting are suitable for every 
problem, it is crucial for users to understand these methods and 
identify when they are applicable. This knowledge can significantly 
improve the performance of LLMs.

In the following, we provide a relatively detailed discussion of the 
methods of prompting, as it offers practice-related insights into the 
functioning of LLMs. We suggest that understanding these aspects 
might be more important than the technically oriented knowledge of 
internal AI machinery, which tends to attract researchers’ attention 
when they attempt to measure AI literacy. Hence, these methods of 
prompting might serve as a basis for the assessment of PE.

In general, there are many different methods of prompting. For 
example, Sahoo et al. (2024) describe 29 distinct techniques, most of 
which can be considered separate methods of prompting. However, 
some of them can be seen as variants of each other, and others are 
prompting strategies individually tailored to specific tasks. Moreover, 
new methods of prompting that require increasingly more skills than 
information processing (e.g., collective prompting that includes 
communication between human users and thus requires social 
communication skills; Wang et  al., 2024) are continuously being 
created, making it impossible to exhaustively describe and systematize 
all recent prompting methods. Therefore, we limit ourselves to a brief 
description of some of the most prominent and important “families” 
of prompting methods.

5.3.1 Few-shots prompting
Few-Shots (FS) prompting1 (Brown et al., 2020) may be important 

when an LLM is required to reason by analogy. FS prompting refers 
to the idea of providing the model with several examples of similar 
tasks and their solutions before the actual task. This idea bears a heavy 
similarity to Bandura and Jeffrey’s (1973) observational learning 
concept, suggesting that people might learn something from observing 
other people doing it. The mechanics of LLMs’ reasoning in this 
approach to prompting (the input-label mapping, the distribution of 
the input, the label space, and the output format; Min et al., 2022) 
details the “motor reproduction” process – one of four processes that 
account for learning according to Bandura and Jeffrey (1973), except, 
it unfolds in the verbal space.

Another process, retention, also has a reflection in the prompting 
literature since if the total length of the prompt exceeds the context 
memory of an LLM (the number of input tokens that the model uses 
to condition its responses), LLM’s performance decreases (Mosbach 
et  al., 2023; Kuratov et  al., 2024). This exact phenomenon is 
fundamental to some of the “jailbreaking” techniques, which aim to 
overwhelm the context memory of an LLM to make it “forget” the 
ethical constraints contained in the latent system prompt (Jiang et al., 
2024). However, with the recent chase after an exponential increase in 
the number of context tokens that an LLM can remember (up to 
millions of tokens; Reid et  al., 2024; Zhang et  al., 2024), these 
“jailbreaking” techniques become obsolete, and the problem of 
insufficient LLM context memory decreases. This chase unlocks other 
features of LLM use, such as the so-called mega-prompts (a couple of 
pages long) and the use of dozens of examples for few-shot (FS) 
learning.

Other processes from Bandura and Jeffrey (1973), attention and 
motivation, are barely covered in the prompting literature. However, 
while motivation is non-existent in AI literature in general on account 
of LLMs lacking it, the attention mechanism is almost solely 
responsible for LLMs’ existence (Vaswani et al., 2017). This mechanism 
allows LLMs to find the dependencies between language tokens from 
different parts of a token sequence in a computationally efficient 

1 Originally, this method of prompting has been termed Few-shots (AI) 

learning (Brown et al., 2020), and later the term has become In-context (AI) 

learning (Dong et al., 2022) but since we refer to AI learning as to the process 

of optimizing the model parameters, we have re-labelled this method of 

prompting to better reflect its nature.
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manner. Still, this mechanism is an architectural feature and has no 
impact on prompting strategy.

FS prompting also reflects a somewhat traditional insight from 
psychological research in intelligence (Gentner et  al., 2001) and 
higher-order reasoning (Alexander et  al., 2016) which states that 
analogy is the fundamental concept of these processes. In the context 
of AI, an LLM having few examples of what is required from it can 
focus on the key aspects of the task better, generalize from them, and 
repeat the required information processing on the actual task.

FS prompting has had such an immense impact on the model 
performance that it has become a general practice in evaluating the 
model performance to reflect in the reporting documents what 
method of prompting exactly (e.g., 5-shots or zero-shots) has been 
used when several competing LLMs are measured against benchmark 
tasks (Bragg et al., 2021).

5.3.2 Chain-of-thought prompting
When an AI tool, for example, is required to perform some 

complex informational tasks (e.g., to formulate the implications of a 
text, or to reason from it in regards to a specific context), it needs to 
be allowed to spell out its reasoning steps (Kojima et al., 2022). Since 
LLMs do not have implicit higher-order reasoning skills (as they only 
predict the next language token), their reasoning can only occur in the 
form of “thinking aloud.” This method of prompting in particular 
resembles concurrent thinking aloud (Fuchs et al., 2019). If the core 
of a request to an LLM includes several complex operations on the 
textual information, requiring the model to explicitly describe the 
steps that lead to its conclusion invokes the higher-order reasoning 
skills in the model and sufficiently improves the quality of the output 
(Wei et  al., 2022). Such method of prompting is called Chain-of-
Thought (CoT) prompting.

However, not all tasks require CoT prompting as, for example, 
some requests may just require creating a simple overview of a topic 
or rewriting a text. Hence, knowing about this method of prompting 
and recognizing when and how to have a model “think aloud” is also 
required from a user. This prompting method also has implications for 
the machine learning community, since training the model on the 
datasets that explicitly describe those reasoning steps can sufficiently 
boost its intelligence, even if the size of the model is relatively small. 
In such cases, the model trains to mimic the reasoning steps described 
in the training corpus, which is sufficient to exhibit impressive 
reasoning skills in the model evaluation (Mukherjee et al., 2023; Mitra 
et al., 2023).

Currently, CoT prompting has sparked a separate area of research 
in PE (Sahoo et al., 2024). For example, CoT promoting has been 
generalized to Graph-of-Thought (Yao Y. et  al., 2023) and X-of-
Thought (Ding et al., 2023) reasoning strategies that force LLMs to 
learn to reason internally, without spelling the solution process out. A 
significant portion of such research is dedicated to “interiorizing” this 
higher-order reasoning in LLM. The purpose of this “interiorizing” is 
essentially to make LLMs automatically (in a hidden manner, 
“internally”) apply the reasoning steps without spelling the reasoning 
steps out (“externally”). This appears to be the key to unlocking the 
extremely complex cognitive performance of AI (Chu et al., 2023). 
This research direction bears similarities to Vygotsky’s concept of 
interiorization, which states that higher psychological functions 
initially develop with external support in the real world and then 
become executed internally within the human mind without requiring 

this support (Bertau and Karsten, 2018). Importantly, these similarities 
are only superficial, since Vygotsky described the development of 
human psychological phenomena.

5.3.3 Tree-of-thought prompting
While this is a generalization of CoT (Yao S. et al., 2023; Yao 

Y. et al., 2023; Long, 2023), it has gained particular prominence. While 
some technical implementations of ToT require coding applications, 
a non-technical prompting variant has been suggested. It requires a 
prompt that emulates a collaborative brainstorming session among 
experts (Al-Samarraie and Hurmuzan, 2018). Hulbert (2023) uses the 
following prompt: “Imagine three different experts are answering this 
question. All experts will write down 1 step in their thinking, then share 
it with the group. Then all experts will move to the next step, etc. If any 
expert realizes at any point that they are wrong, then they leave. The 
question is...” This method enables the model to fulfill multiple roles 
and potentially enhances its performance.

Self-Consistency (Wang et al., 2022) is another technique used to 
enhance model performance. Essentially, this method poses the same 
query to the model multiple times and determines the most frequently 
occurring response. While there are various sophisticated methods to 
refine this procedure (Wang et al., 2022), it is also possible to apply it 
in a straightforward, manual fashion, ensuring that the model does 
not retain memory of previous responses (e.g., by initiating new chat 
sessions). This concept is akin to the wisdom of crowds (Surowiecki, 
2005), which posits that a collective group of individuals often makes 
more accurate judgments than individual members of the group. In 
the context of LLMs, the model is treated as if it were a crowd of 
people, with each new attempt at answering the question acting as an 
independent opinion from the group. It is crucial, however, for the 
user to ensure that each response remains separate from the previous 
one – repeating the question in a continuous chat thread may lead to 
biased reasoning due to influence from the previous attempts.

Self-fact-checking is another strategy (Semnani et al., 2023), which 
helps to mitigate LLM hallucinations. While originally designed as a 
chat-bot function, users can manually adopt this technique. Here, the 
response is divided into individual claims, verifying their accuracy 
separately, and constructing a final response only from those which 
are correct. Although the self-fact-checking chat-bot has shown 
superior performance compared to other LLMs, it operates more 
slowly due to the additional steps involved. Nevertheless, users can 
incorporate elements of this method by inquiring about the veracity 
of sources or specific facts. This practice draws strong parallels with 
retrospective thinking aloud (Prokop et al., 2020), focusing on the 
evaluation of information rather than its generation.

5.3.4 Role-model
Another strategy relating to the method of prompting are special 

role-model hints that a user can have an LLM consider when 
answering the request. Such approaches have been described only 
anecdotally to date (Ivanovs, 2023). For example, some users have 
noticed that ChatGPT can perform better if it has been offered 
money for the successful solution.2 Although this is an obviously 
nonsensical statement, adding this suggestion to the prompt 

2 https://x.com/voooooogel/status/1730726749854663093?s=20
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evidently increases the meticulousness of ChatGPT’s response. It has 
been suggested that this is an artifact of the dataset that was used for 
the ChatGPT training. Since it included some Internet forums where 
users ask for help, some of such requests included the promise of 
monetary prizes for those that would help to overcome the problem. 
Correspondingly, the solutions provided to such requests were more 
verbally rich, rigorous and meticulous, and better overall. Hence, 
once tokens meaning the promise of money for the solution (or 
similar ones—for example, saying that the user’s work or life depends 
on the success of the solution) are used in the prompt, ChatGPT 
imitates the responses that were given to similar requests on the 
Internet. This is consistent with the intuition of neural networks 
learning the data features, which can be overlooked by the creators 
of the training datasets but are still present (Buolamwini, 2017). In 
terms of superficial psychological analogies, this calls for 
observational learning (Greer et al., 2007) to be externally motivated 
(Hendijani et al., 2016).

The list of similar role-model hints is constantly increasing, as 
users discover new saddle features of ChatGPT’s behavior. Some 
recommendations to date include:

 • Asking LLM to “take a deep breath” (because, apparently, this 
combination of tokens is used when people describe the 
successful solutions of the problem after a long and frustrating 
chain of attempts; Yang et al., 2023),

 • Asking ChatGPT to imagine, that it is now May (that is related to 
the fact that ChatGPT also receives a latent timestamp of the 
prompt as well as the training dataset also having timestamps; 
apparently, close to holidays (especially in December), the length 
of human responses which were contained in the training dataset 
decreased, resulting in ChatGPT giving more concise responses 
leading up to and after wide-spread holidays3),

 • Stating that a user “unfortunately has no fingers,” so “they cannot 
type” (apparently, it is especially successful in the request of 
writing programming code; it makes ChatGPT provide a final 
solution to the problem, incorporating all small changes to the 
final code at the same time; Ivanovs, 2023).

 • Additionally, several other tricks, such as making the LLM repeat 
the question before answering or stressing human-relevant 
motivation factors (Bsharat et al., 2023), appear to have a positive 
impact on LLM performance.

5.4 Toward specifying prompt engineering 
in relation to critical online reasoning

Walter (2024) has suggested that the ability to critically evaluate 
the output of an LLM is a crucial part of successfully integrating AI 
into educational processes, alongside prompting skills. Additionally, 
Krupp et al. (2023) found that one of the major problems in students’ 
use of LLMs is the lack of critical evaluation of LLM outputs. Given 
that the prompting structure (section 5.1) includes output indicators, 
PE implicitly requires the user to conceptualize the desired LLM 
output and evaluate the actual output against it. We suggest that this 

3 https://x.com/RobLynch99/status/1734278713762549970?s=20

set of skills is necessary at the stage of evaluating LLM output and 
deciding on further actions.

With regard to the COR facets (section 4.5), particularly the 
evaluation (CIE) and reasoning (REAS) facets are necessary for 
concluding whether or not the LLM output satisfies the necessary 
criteria of the desired solution. The information acquisition facet 
(OIA) is relevant at the stages of selecting a platform such as an LLM 
for a (sub) inquiry, choosing between several available LLMs, and 
formulating prompts. When formulating a relevant prompt, the user 
is responsible for correctly phrasing and articulating the prompt in 
relation to the actual problem they are trying to solve.

The meta-cognitive facet (MCA) is related to the motivation of the 
user to critically evaluate the LLM output. This facet is the most 
elusive in the COR structure since it is hard to operationally 
disentangle low motivation to use COR abilities from low COR abilities. 
This problem is one of the most important in the field of assessment 
of higher-order cognitive skills in general and 21st century skills in 
particular, as they by definition include this meta-cognitive 
component. Current assessments presume motivation and awareness 
as given within the test-taking window, thanks to extrinsic motivators 
(i.e., test-taking incentives) and explicit task instructions.

The features making COR an important component of PE include 
its interactivity, high emphasis on ecological validity, focus on 
information quality and web behavior tracking capabilities. Given that 
LLMs are by definition interactive, if a user finds the output of an LLM 
unsatisfactory, they might change the prompt on the spot or correct it 
in natural language immediately after evaluating the output. This 
significantly alters traditional understandings and conceptualizations 
of critical reasoning because they are often defined and measured in 
much less interactive environments.4

Moreover, high authenticity and ecological validity have been 
crucial parts of the COR skills from the very beginning of their 
development, demanding innovative assessment formats that do not 
restrict the natural unfolding of these processes by utilizing traditional 
standardized and well-studied response formats (such as multiple 
choice). Additional features of COR skills, such as their connection to 
the online environment and their utility for filtering out fake 
information (Molerov et al., 2020), strengthen the tie of this skillset to 
PE. Given LLMs’ propensity to hallucinate and invent non-existent 
information (such as imaginary sources), the focus in COR skills on 
source quality evaluation is highly relevant.

6 Implications and challenges for 
developing a prompt engineering 
assessment framework

The purpose of this paper is not to develop an assessment 
framework of PE but to provide an initial conceptualization of the PE 
construct as a skill set that enables a person to use LLMs successfully. 
This has implications for the corresponding assessment framework to 
be developed in the future. Section 5 might serve as a PE construct 

4 For an exception, see Jahn and Kenner (2018), whose 4 phases model 

synthesizes critical thinking into both a receptive and an interactive half arch; 

the latter includes hypothesis formation and testing.
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model within the terminology of ECD (Mislevy and Haertel, 2007), as 
it lists the proposed conceptual components of PE and broadly 
describes their content. However, not all components might be used 
in an assessment if one is willing to accept the limitations of the claims 
about the respondents that a selective construct model may entail. 
Moreover, some components of the constructed model can be added 
to the proposed structure if this is justified for a given assessment. For 
example, it is expected that different LLMs perform better when 
solving different kinds of problems. Hence, the general awareness of 
specific proficiencies of different LLMs or ethical considerations in 
LLM use can be designated as separate components of PE if necessary.

We intentionally refrain, however, from providing an ECD 
evidence model in this paper. Given that PE is a 21st century skill, its 
assessments can be  developed for an enormously wide range of 
situations. From formative assessments in high schools to high-stakes 
assessments in recruiting, different aspects of PE might be more or less 
relevant for different contexts. Given the inherent connection of the 
evidence model with the assessment context, we do not provide any 
limitations on the types of evidence that can be used to assess PE as 
a skill.

However, when it comes to the ECD task model, one issue 
becomes abundantly clear: it is nearly impossible to assess PE with the 
traditional multiple-choice response format. The inherent property of 
PE—interactivity—demands innovative response formats for any PE 
assessment. The necessity for a highly authentic task model, in turn, 
impacts the scoring procedure. While psychometricians are 
understandably comfortable with traditional response formats, 
utilizing them for the assessment of such highly complex skills appears 
to be a misspecification of the assessment framework.

The use of restricted virtual chats similar to PISA’s collaborative 
problem-solving assessment (OECD, 2017) is a possible approach 
here. In such assessments, the multiple-choice items are masked by 
students selecting pre-formulated replies suggested by a test developer, 
along with a coherent storyline and rescue points mimicking learning 
progression toward the relevant outcomes (Piacentini et al., 2023). 
However, while the limited variability and flexibility of suggested 
responses in such virtual chats can be advantageous for assessment 
standardization, the assessment’s authenticity is still decreased in this 
option. Creating choice-rich environments is a very complex task on 
its own (Piacentini et al., 2023).

Instead, the use of open-ended response formats is appealing for 
PE assessment. They appear to be highly effective in capturing the 
shifting assessment purpose from summatively evaluating the 
presence of static knowledge to evaluating students’ ability to acquire 
and scrutinize knowledge in different contexts (Roll and Barhak-
Rabinowitz, 2023). In the face of this paradigm shift, it has been 
asserted that generating, assessing, and processing such complex data 
streams from these interactive tasks is feasible on a large scale only 
through the utilization of advanced digital technologies (Hu et al., 
2023). Additionally, more robust claims can be made on students’ 
(differential) skills if they work on invention activities in an 
unconstrained (or less constrained) environment (Piacentini 
et al., 2023).

The scoring of open-ended items, however, is usually done with 
human raters, prohibiting interactivity and making such assessments 
very expensive. Here, the utilization of other language models – for 
automated scoring of open-ended responses (LaFlair et al., 2023), as 
well as other innovations from the field of automated LLM evaluation 

with specific evaluator language models (Kim et  al., 2024) – can 
improve the economic feasibility of such assessments. Still, such 
scoring procedures will be based on uninterpretable statistical models 
scoring the responses, which can be considered a threat to validity 
(Lottridge et al., 2023).

Importantly, this also impacts procedural aspects of the 
assessment structure, such as the ECD delivery model. Until Small 
Language Models (Zhu et al., 2024) can be utilized as efficiently as 
LLMs, such technologically enhanced assessments will predictably 
require not only a computer but also a stable online connection. In 
general, as with any assessment, designing a PE assessment appears to 
involve a complex network of trade-offs between multiple aspects, 
with no solution fitting all situations.

Given all these implications, one of the most significant 
potential advantages of PE assessment is its possible orientation for 
learning, which goes much deeper than traditional formative 
assessment (Hu and Wang, 2024). The provision of learning 
resources through ChatGPT in assessment tasks can synergistically 
serve multiple purposes: enabling non-linear learning trajectories, 
facilitating interactivity for meaning-making, capturing digital 
traces to unveil intermittent cognitive processes, etc. Only tasks 
that trigger deeper learning can unveil misconceptions and faulty 
strategies, identifying further needs for support in follow-up 
training (Piacentini et al., 2023). This approach provides limitless 
opportunities for assessing self-regulated learning (Roll and 
Barhak-Rabinowitz, 2023). The interactivity and adaptability of 
LLMs can tailor challenges to different abilities, improving 
measurement quality and the authenticity of assessments 
(Piacentini et al., 2023) while maintaining student engagement in 
the assessment (Foster, 2023b). Overall, the thoughtful 
implementation of a PE assessment has the potential to grow into 
an unprecedented assessment-for-learning tool with capabilities 
previously unseen.

7 Conclusion

With the development of AI assisting tools, multiple areas of 
human learning are experiencing rapid changes. AI promises to 
revolutionize nearly all fields of information processing – from high-
stakes decision making to education. This is especially evident in the 
discussions around AI-based chatbots like ChatGPT, which are based 
upon the use of LLMs – machine learning engines which create a 
sequence of language tokens (words, letters, and punctuation) as an 
output in response to an initial prompt from the user. Still, multiple 
reports have emerged stating that incorrect phrasing or an 
inappropriate context of the problem is capable of degrading the 
output of an LLM beyond any use. These reports highlight that the 
skill of communicating with an LLM—PE—might be as important as 
the AI-assisted tool itself. Moreover, since LLMs can be  applied 
universally across nearly all areas of learning and professional activity, 
this skill should be conceptualized as a universal skill, similarly to the 
widely-recognized 21st century skills. Given that the rise of AI and its 
applications is expected to be increasingly wide-spread, the necessity 
for studying this skill in the field of educational science becomes 
evident (Gattupalli et al., 2023). This paper constitutes one of the first 
approaches to this topic, attempting to justify such investigation of this 
skill in the tradition of educational assessment.
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We demonstrate that this emerging skillset is not covered by the 
existing frameworks for the 21st century skills, although, it fits within 
them nicely. Therefore, we suggest understanding PE as a composite 
skill reflecting people’s ability to communicate with an LLM to solve 
informational problems and/or more complex disciplinary and cross-
disciplinary tasks. This skill includes components reflecting the 
understanding of the basic prompt structure that is required for an 
LLM to understand the request, as well as the ability to navigate 
through the pitfalls of inappropriate formulation of the request. 
We show that the latter component, prompt literacy, bears a striking 
similarity to the item writing guidelines from the test development 
field, meaning that test developers already have a head start in 
understanding the art of PE. Moreover, PE requires an alternation 
between formulating the request and evaluating the output of the 
model to improve, reformulate, or stop and use the current solution 
provided by an LLM. This component is covered via critical online 
reasoning skills. Additionally, in prompting methods, we  discuss 
different tricks in information organization and phrasing that can 
significantly increase LLMs’ performance.

While we  discuss some implications and challenges for AI 
assessment framework based on the initial conceptual framework of 
PE, concrete recommendations on the practices of the PE assessment 
or attempts to assess this construct lie far beyond the scope of this 
conceptual paper. Such a task, as well as the specific suggestion for the 
assessment framework of PT, would require numerous further 
theoretical and methodological investigations. This paper aims to 
contribute to the initial milestone of such a challenging endeavor and 
to justify the approach to the analysis of PE as a new 21st century skill, 
to outline its possible conceptual structure, and to call for 
further research.

We must critically recognize, however, that the current LLM 
development boom is outpacing many peer-reviewed academic 
research processes, assessment development cycles, and likely our 
abilities to maintain a sufficiently up-to-date overview. By the time a 
paper is completed, results and recommendations may become 
outdated and will certainly be incomplete. This paper does not attempt 
to be exhaustive; instead, it aims to initiate the discussion on PE as a 
skill relevant to professionals in the 21st century.

Moreover, the size of challenges in obtaining useful and credible 
content from LLMs keeps shifting as single facets of the inquiry 
process are augmented by new features. Thus, PE advice and skill 
components are bound to a specific time and system version (Chen 
et al., 2023b). They can become socially differentiated as experienced 
users may perform information quality or utility-enhancing services, 

such as offering ready prompts, prompt generation recommendations, 
or tools.
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