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Introduction: Data obtained from students regarding the quality of teaching are 
used by higher education administrators to inform decisions concerning tenure, 
promotion, course development and instructional modifications, among others. 
This article provides a review regarding studies conducted to examine the validity of 
student evaluation of teaching, specifically focusing on the following objectives: (1) 
identify the context where studies have been conducted on student evaluation of 
teaching; (2) find out the methodologies usually employed for assessing the validity 
of student evaluation of teaching; and (3) establish the sources of measurement 
error in student evaluation of teaching.

Methods: The systematic review was conducted based on the PRISMA checklist. 
The databases searched include Scopus, Web of Science (WoS), Google Scholar, 
PubMed, MEDLINE, ERIC, JSTOR, PsycLIT, EconLit, APA PsycINFO and EBSCO 
using some specific keywords. After applying the four eligibility criteria, 15 
papers were left to be analyzed.

Results: It was discovered that the generalizability theory approach was mostly 
used to understand the validity of student evaluation data. The review revealed that 
students were found at the centre of inconsistencies in the evaluation process.

Discussion: The general impression from the review is that the credibility and 
validity of teaching evaluation outcomes is questionable, considering the several 
sources of errors revealed. The study recommended closely studying these sources 
of errors (e.g., rating behaviours of students).
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Introduction

Due to the intense competition existing among higher education institutions, universities 
today are undergoing a paradigm shift in students’ status (Raza et al., 2010) such that students 
are now freely making decisions regarding the type of institution to attend, the programme to 
choose, and even the type of major courses to read, just like customers selecting their preferred 
commodities in a supermarket with several varieties of products available (Raza and Khawaja, 
2013). Given the significant role students play in the sustenance and running of higher 
education institutions, they are allowed to evaluate the quality of instruction and courses in 
their respective institutions. This exercise has become a common phenomenon in almost every 
university around the globe (Rantanen, 2013).
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Student evaluation of teaching is a fairly new concept which was 
introduced and utilised interchangeably with numerous expressions 
such as students’ appraisal of teaching effectiveness (Marsh, 2007), 
student appraisal of instructor performance (Chuah and Hill, 2004), 
students’ evaluation of educational quality (SEEQ) (Lidice and Saglam, 
2013), student course satisfaction (Betoret, 2007), students’ evaluation 
of instruction (Clayson et al., 2006), or student course evaluation 
(Chen, 2016; Duggan and Carlson-Bancroft, 2016). Notwithstanding 
the disparities in the concepts, they have a common underlying 
objective. Based on the definition and classification of fundamental 
higher education concepts outlined by the United Nations Educational, 
Scientific and Cultural Organization (UNESCO), students’ appraisal 
of teaching has been explained as the process by which students assess 
the general teaching activities, attitude of instructors, and course 
contents relative to their learning experiences. It is important to 
emphasize that the critical features evaluated by students include the 
instructors’ ability to explain issues to students, guide their learning, 
and drive class discussions. The instructors’ competencies in 
unpacking course contents and making courses relevant to students 
are also key in the assessment process (UNESCO, as cited in Vlăsceanu 
et al., 2004).

Arguably, student evaluation of courses and teaching influences 
tenure and promotion (Kogan et al., 2010; Galbraith et al., 2012), 
students’ university application (Alter and Reback, 2014), and 
student’s choice of courses (Wilhelm, 2004). In some advanced 
countries like the United States, students’ evaluation data are used for 
official and unofficial ranking of institutions, and auditing purposes 
(Johnson, 2000). These uses of the data have sparked extensive 
scientific literature in areas such as psychology, education, economics 
and sociology (Goos and Salomons, 2017). With this understanding, 
the central issue baffling researchers is the extent to which students’ 
evaluation data can be understood as a pointer for examining the 
quality of teaching in higher education (Taut and Rakoczy, 2016).

Validity theory and teaching evaluation

Validity in teaching evaluation is the soundness of the 
interpretation and uses of teaching evaluation results; it is a matter of 
degree and all about bringing together pieces of evidence to support 
inferences made about the responses provided by the students 
(Brookhart and Nitko, 2019). Thus, data from students’ appraisal of 
teaching quality is highly valid when several pieces of evidence can 
be  provided with regard to how the data were taken, the 
meaningfulness of the data and how the data were used (Brookhart 
and Nitko, 2019). For validity to be understood in this context, these 
possibilities should be looked at: (1) raters may not be accurate in their 
ratings such that the scores given may not reflect the skills/abilities of 
the instructors or overall teaching quality; (2) the evaluation items 
may not be clear enough for raters to understand; and (3) students 
may rate other characteristics of the course and instructor other than 
actual psychological construct being rated. These issues, among 
others, are likely to influence the fairness of the evaluation exercise 
and the results thereof may not be a true reflection of the construct 
being measured.

In practice, when students are requested to evaluate learning 
experiences, courses and teaching quality, there is a higher likelihood 
of disagreement among themselves due to many systematic and 
unsystematic factors (Eckes, 2015). The systematic factors include 

differences in rater behaviours, the difficulty of items, and the central 
tendency effect. On the other hand, the unsystematic factors comprise 
variations in physical scoring or testing conditions, attention 
fluctuations of raters as a result of fatigue, errors in transcription, and 
several others (Brennan, 2011). Whereas these systematic factors 
produce systematic errors, the unsystematic factors produce random 
errors (Eckes, 2015). In fact, random (unsystematic) errors can easily 
be corrected through carefully planned assessment procedures. The 
case happens to be  different when systematic errors are present. 
Systematic errors, unlike random errors, can be easily identified in a 
data set. It is worth noting that random errors cancel out in large 
sample sizes and thus, do not usually have an effect on the validity of 
large data sets (Eckes, 2015). Systematic errors, on the other side, 
create a pattern in the data set and distort the meaning derived from 
the data.

In most evaluation situations, giving a score to depict the degree 
to which a particular trait is possessed by the object of measurement 
(i.e., lecturers) is largely based on the subjective judgement of the rater 
(i.e., student). Rather than operating on collective grounds, student 
raters regularly seem to considerably differ regarding deeply fixed, 
more or less individualised rating predispositions, thereby threatening 
the validity of the evaluation outcomes (Eckes, 2015). Raters also have 
the probability of giving similar scores for a particular lecturer on a 
theoretically different criterion (Barrett, 2005; Iramaneerat and 
Yudkowsky, 2007). Due to this, several raters (as in the case of 
students’ appraisal of instruction), in most cases, are utilised to cancel 
out random rater errors in the data obtained (Houston and Myford, 
2009). The intent of using numerous raters is to have an estimate of 
every lecturer’s teaching quality, which is independent of some specific 
attribute of the raters. This is done by measuring the attributes of the 
raters and utilising such data to eliminate the faults of individual raters 
from the final score of the rater (Linacre, 1994).

Furthermore, raters usually carry out the teaching appraisal by 
using items with rating scales where points on the scale are required 
to signify, a consecutively higher degree of performance on the 
construct (i.e., teaching). It is instructive to mention that most 
universities use instruments that rely on the analytic rating approach, 
where raters lookout for specific features of the construct of interest 
and a score is assigned accordingly based on the extent of the 
construct’s existence. In the case of using the holistic rating method, 
raters evaluate the whole performance and a single score is assigned 
to the performance (Engelhard, 2011). With each scoring type, raters 
are required to differentiate between scale points and assign a rating 
that appropriately matches the performance; if this is not properly 
done, the validity of the score assigned will be  threatened (Eckes, 
2015). This can be a source of measurement error, thereby, serving as 
a threat to validity.

In reality, the variability in students’ appraisal of courses and 
teaching is contributed by distal (e.g., age, attitude, ethnicity, 
motivation, etc) and proximal (e.g., item difficulty, rater severity, the 
structure of rating scale, etc) facets. Distal facets are those variables 
that may have a mediated or indirect influence on the ratings provided 
by students (Eckes, 2015). Through a well-balanced and structured 
evaluation procedure, the negative effect of distal facets on the data 
can be  minimised. Unlike distal facets, proximal facets have an 
immediate and direct effect on the rating scores awarded to the 
lecturers. Thus, the proximal facets, especially the person facet (i.e., 
lecturers in this study), play a significant role in understanding the 
validity dynamics of the evaluation data (Eckes, 2015). In the teaching 
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evaluation context, which is a part of the rater-mediated assessment, 
the major proximal facets include instructors, raters, occasion, and 
rating items (Brennan, 2011; Eckes, 2015).

Psychometric models for testing teaching 
evaluation outcomes

The measurement literature identifies three key measurement 
theories for testing the psychometric analysis of rater-mediator 
assessments, which includes teaching evaluation by students. These 
models include the Classical Measurement Theory (CMT), 
Generalizability Theory (GT), and Item Response Theory (IRT). The 
CMT stipulates that an actual/observed score rating (X) is a linear 
model containing a true score (T) and error score (E) [X = T + E] (Lord 
and Novick, 1968). Unlike the observed score, the true score and the 
error score components are unobserved, which requires some 
assumptions. In connection with teaching evaluation, any rating score 
provided by a rater/student is an observed score with two parts; the 
true score which signifies the precise rating and the error score which 
denotes the imprecise component of the score. The CMT framework 
adopts statistical procedures such as regression, correlation and factor 
analysis with specific methodological designs (e.g., test-retest) to 
assess whether observed scores are devoid of measurement errors or 
not (Feldt and Brennan, 1989). It is therefore common to see 
researchers who obtain teaching evaluation ratings from students on 
two similar occasions and using correlation analysis to examine the 
consistency of ratings. In this situation, a high correlation coefficient 
depicts a high degree of rater consistency and consequently, little error 
in the rating.

The GT is a statistical theory and conceptual framework for 
assessing the dependability of a set of observed scores for a specified 
degree in diverse universes (Cronbach et al., 1963; Shavelson and 
Webb, 1991). The GT, which has its foundation in the CMT, discards 
the idea of a single undistinguishable error of measurement and 
somewhat postulates that the error of measurement occurs from 
multiple sources (Brennan, 2011) (i.e., X = T + E1 + E2 … + Ex). These 
multiple sources of random measurement errors (also known as 
facets) which inflate construct-irrelevant variances may include raters 
(i.e., students in this context), rating items and occasions that can 
be estimated simultaneously within a single analysis (this is a weakness 
of the CMT) (Eckes, 2015). Unlike the CMT, the GT has the capacity 
to evaluate the interaction between a number of facets and how this 
interaction(s) contributes to the variability in observed ratings. For 
example, how students in a particular class systematically rate 
lecturers’ teaching on a particular item can be explored. Specifically, 
GT estimates the amount of each error source distinctly and offers an 
approach for improving the dependability of behavioural 
measurements. In a statistical sense, the GT combines CMT statistical 
procedures with the analysis of variance (ANOVA) (Brennan, 2011).

The IRT is a family of psychometric models that provide 
information about the characteristics of items on an instrument, the 
persons responding to these items and the underlying trait being 
measured (Yang and Kao, 2014). Within the context of teaching 
evaluation, the Many-Facet Rasch Modelling (MFRM), an extended 
form of the Rasch model under the IRT family, is more appropriate 
approach to testing the dependability of students’ responses (Rasch, 
1980; Linacre, 1989). The MFRM allows the evaluation of the 

characteristics of individual raters, the items and how these raters 
influence the process of rating (McNamara and Knoch, 2012). MFRM 
includes the evaluation of the influence of other sources of 
non-random errors like unreliable raters, inconsistency in ratings 
across occasions, and inconsistencies in the comparative difficulty of 
the items (Linacre, 1994). For instance, the MFRM can provide 
information on whether a single rater tends to systematically score 
some category of individuals differently than the others, or whether 
some particular group of individuals performed systematically 
different on a specific item than they did on others (Linacre, 2003).

Compared to the CMT, the GT and MFRM have both been found 
in the literature to be  more appropriate in terms of assessing the 
dependability of observed data by estimating the true score and error 
score components of observed data, especially with rater-mediated 
assessment or evaluation (Linacre, 2003). The utilisation of these two 
modelling approaches permits the identification of the various sources 
of measurement error associated with the observed data. The GT and 
MFRM procedures, again, compute for reliability indices, which 
provide an idea of the dependability of the observed data (Brennan, 
2011). Moreover, while CMT and GT see the data principally from a 
group-level viewpoint, separating the sources of measurement error 
and calculating their extent, an MFRM analysis largely concentrates 
on individual-level information and, therefore, encourages functional 
examination into the functioning, or behaviour, of every individual 
component of the facets being considered (Linacre, 2001).

Rational for the review

The validity of student evaluation of courses and teaching is a 
contentious issue (Hornstein, 2017). While there are conceptual, 
theoretical and empirical supports for the validity of students’ appraisal 
of teaching, such data have been critiqued for several reasons (Spooren 
et  al., 2013). In particular, students have been found to evaluate 
instructional quality based on the characteristics of the course (e.g., 
difficult/easy nature of courses), student characteristics (e.g., students 
being friends with the instructor or dislike for the course) and teacher 
(e.g., the strictness of the instructor) which are unrelated to the quality 
of teaching and course contents (Berk, 2005; Isely and Singh, 2005; Ko 
et al., 2013). Such contamination in the evaluation process has several 
implications for the quality of teaching and learning, instructor growth, 
tenure and promotion (Ewing, 2012; Galbraith et al., 2012).

The uncertainties surrounding the validity of student evaluation 
of teaching are partly due to the diverse methodologies employed by 
the researchers in the field. The measurement literature offers three 
major approaches (i.e., the CMT, GT and MFRM) that have been used 
for investigating the dependability of student evaluation of teaching. 
The question of which methodology provides the most comprehensive 
and accurate results in performance-mediated assessment has been 
extensively discussed in the measurement literature. In addition to 
what has been discussed earlier on, two conclusions have been made: 
(1) GT is preferred to CMT because the weaknesses of CMT have 
been curtailed by GT (see Cronbach et al., 1972; Shavelson and Webb, 
1991; Brennan, 2001b), (2) MFRM as compared to GT offers more 
knowledge about the data, but combining both approaches offers an 
excellent picture of the rating process and supports the current idea of 
validity evidence (Linacre, 2003; Kim and Wilson, 2009; Brennan, 
2011; Lee and Cha, 2016).
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This review aims to offer a systematic imprint of literature on the 
dependability of student evaluation of teaching in higher education. 
Similar reviews have been conducted on the issue of the usefulness 
and validity of student appraisal of teaching (Costin et  al., 1971; 
Wachtel, 1998; Onwuegbuzie et  al., 2006; Spooren et  al., 2013); 
however, these studies were narrative and scooping in nature and 
largely focused on distal factors such distal (e.g., gender, age, attitude, 
ethnicity, motivation, etc), rather than proximal factors (e.g., item 
difficulty, rater severity, rating scale functioning, etc)1 which is the 
focus of this review. The recent review conducted in 2013 by Spooren 
et al., for example, discussed validity issues in questionnaire design, 
dimensionality, online evaluation, teacher characteristics, and 
particularly, content and construct validity. In fact, none of the earlier 
reviews studied the methodologies, sources of variability in terms of 
proximal factors, and the context in which studies have been carried 
out. These dimensions are necessary ingredients in terms of 
understanding the teaching evaluation landscape in higher education, 
appropriately driving professional practice, policy formulation and 
implementation. Unlike previous reviews, this study was aimed at 
conducting a systematic review to achieve the following objectives: (1) 
To identify the context where studies have been conducted on student 
evaluation of teaching; (2) To find out the methodologies usually 
employed for assessing the validity of student evaluation of teaching; 
and (3) To understand the sources of measurement error in student 
evaluation of teaching.

This paper is significant for some reasons. First, the outcome 
of this review would enlighten administrators of higher education 
institutions on the sources of measurement errors and the extent 
of dependability of student evaluation data. This information will 
help these administrators on how the teaching evaluation can 
be carried out in an error-free setting and at the same understating 
the extent to which the outcome of the evaluation can be utilised. 
Secondly, this review would inform the direction of further 
studies in terms of (a) the methods future researchers should 
adopt in their investigation; (b) which study settings need more 
attention in terms of research; and (c) which specific factors 
should be well studied to understand the variability in student 
evaluation of teaching.

Methods

Research protocol

This systematic review was conducted based on the guidelines of 
the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) 2020 extended checklist (Page et al., 2021). All 
protocols followed in this research were guided by PRISMA.

1 Distal facets are those variables that may have a mediated or indirect 

influence on the ratings provided by students (Eckes, 2015). Unlike distal facets, 

proximal facets have an immediate and direct effect on the rating scores 

awarded to the lecturers. Thus, the proximal facets, especially the person facet, 

plays a significant role in understanding the validity dynamics of the evaluation 

data (Eckes, 2015).

Search plan and information sources

The databases searched included Scopus, Web of Science (WoS), 
Google Scholar, PubMed, MEDLINE, ERIC, JSTOR, PsycLIT, EconLit, 
APA PsycINFO and EBSCO. The search for the literature was done by 
three independent researchers and carried out within the period, 15th 
to 26th December, 2022. The search was conducted by combining 
these three keywords (i.e., “validity,” “reliability,” and “variability”) 
with each of these phrases (i.e., “student evaluation of teaching,” 
“teaching quality appraisal,” “student appraisal,” and “teaching 
evaluation”). The Boolean operator “and” was used for combining the 
keywords and phrases. The language filter was applied to restrict the 
search to all manuscripts written in the English Language. After the 
initial search, 293 papers were retrieved. There were no year 
restrictions used for deciding which paper was eligible or not. 
Duplicates were detected through the Zotero tool. Some other 
duplications were also deleted manually. In all, 41 duplicates 
were deleted.

Screening procedure

Two hundred and fifty-two (252) papers were independently 
screened by three researchers with the following educational 
background and expertise: psychology, programme evaluation, 
measurement in education and psychology, psychometrics, and 
research methodology. First, the papers were screened by critically 
considering the titles and abstracts focusing on quantitative 
studies. After this phase, 113 papers were exempted and the 
remaining 139 papers were further screened for eligibility. The 
following criteria were set for the exclusion of papers for 
the analysis:

 1. Articles which investigated the validity of the student 
evaluation of teaching using a statistical (quantitative) 
approach under CMT, GT and IRT, and not based on 
opinions of students, regarding the quality of such data were 
included. We focused on quantitative studies because it is 
the only means by which rating inconsistent rating 
beahaviours can be directly observed. Qualitative studies 
can only take the opinions of students, lecturers, and other 
stakeholders concerning the validity of the outcome of 
teaching evaluation. Whereas these opinions may be useful, 
such views may not be  objective but based on the inter-
subjectivity experiences of the respondents;

 2. Studies which were conducted on the dependability of student 
appraisal of teaching in higher education. The study focused on 
higher education because there has not been consensus on the 
measurement of the quality of teaching at the pre-tertiary level 
of education (Chetty et al., 2014);

 3. Studies focusing on how the distal factors contribute to the 
variations in student appraisal of teaching were also excluded. 
For example, articles that conducted factor analysis or 
questionnaire validation were excluded for two reasons: (1) 
several reviews have been conducted on the development and 
validation of appraisal questionnaires; (2) almost every higher 
education institution validates the questionnaire for the 
evaluation exercise. This was supported in the studies which 
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were analyzed for this paper; all the studies used a well-
validated instrument for data collection.

During the last screening phase, which is the application of the 
eligibility criteria, a more detailed reading was done by all four 
researchers. In the end, 124 out of 139 papers failed to meet the 
eligibility criteria, leading to a final sample of 15 papers that were 
analyzed and synthesized for the study (see Figure 1).

Data analysis plan

Data extraction is based on the 15 papers by coding the 
information into the following themes: (1) author(s) and publication 
year, (2) country where the study was conducted, (3) statistical 
approach adopted by the author(s), (4) the proximal factors 
understudied, and (5) the key idea from the research (see Table 1). To 
check the appropriateness of the coding, all four investigators were 

involved in the process; this was based on the recommendations of 
González-Valero et al. (2019). Discrepancies were resolved among the 
investigators but most importantly, the themes identified by the 
investigators were consistent. To ensure sufficient reliability, inter-rater 
agreement was calculated based on the Fleiss’ Kappa (Fk) statistical 
index. A coefficient of 0.77 was achieved for the information 
extraction and selection, which indicated adequate agreement 
(Fleiss, 1971).

Results

The context of the studies

The review showed that research works on the sources of 
variability and the validity of student evaluation of teaching and 
courses in schools have been extensively conducted across North 
America and Asia. All the studies on the North American continent 
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were conducted in the USA, specifically in New Mexico (VanLeeuwen 
et al., 1999), Washington (Gillmore et al., 1978), Illinois (Kane et al., 
1976), Massachusetts (Mazor et al., 1999), and California (Marsh and 
Overall, 1980). All of these studies in the USA were carried out before 
the year 2000, which perhaps, indicates a declining interest in the issue 

of the sources of variability in students’ appraisal of teaching. The 
trend of studies in Asia was different from those studies in the USA 
(see Table 2). Studies that investigated the sources of variability in 
student ratings of instructors in Asia started not long ago when 
Ibrahim (2011) studied that issue in the Sultanate of Oman using the 

TABLE 1 Summary of studies on student evaluation of teaching in higher education.

Author(s) and 
year

Country Approach Source of 
variability

Key idea

Gillmore et al. (1978) Washington, USA GT Student, Instructor*, 

Item, & Course

The student (nested within teachers/courses) contributes the largest 

variability in student evaluation of teaching. The course facet did not 

play any significant role in the variations in student ratings. Item facet 

had the least contribution

Ibrahim (2011) Sultanate of Oman GT Student, Item, & 

Instructor*

Students (nested within instructors), and instructor-by-items-by-

student interaction had a large variance contribution. Item facet had the 

least contribution

Kane et al. (1976) Illinois, USA GT Student, Item, & 

Class

Students (nested within instructors), and instructor-by-items-by-

student interaction had a large variance contribution. Item facet had the 

least contribution

Marsh and Overall 

(1980)

California, USA CMT Student Lack of consistency was found in the ratings of the students

Mazor et al. (1999) Massachusetts, USA GT Student, Item, & 

Instructor*

The students (nested in teacher) had the largest variance contribution

Item facet had the least contribution

Samian and Noor 

(2012)

Malaysia CMT Student A high rate of correlation was found between the comments and the 

ratings. The study established that students’ ratings of the lecturer’s 

teaching quality were highly valid and reliable

VanLeeuwen et al. 

(1999)

New Mexico, USA GT Item, Class, & 

Student

The residual (interaction of all the facets) contributed the largest 

variances in the ratings of students

High level of validity of students’ rating

Feistauer and Richter 

(2016)

Germany GT Student, Course, & 

Instructor*

The results suggested a flaw and cast some uncertainty on the validity of 

student rating of teaching quality

The interaction of teachers and students was the largest source of 

variance

Rindermann and 

Schofield (2001)

Germany CMT Student There was consistency in the ratings of students across courses handled 

by the same instructor

Börkan (2017) Turkey MFRM Student, Item, & 

Instructor

It was revealed that the students largely differed in the level of severity 

while rating instructors. The findings of the study questioned the 

validity of students’ ratings as students failed to evaluate teachers as was 

expected of them

Quansah (2020) Ghana GT Student, Item, & 

Occasion

The residual (interaction of all facets) and students (nested in class) 

contributed the largest variance to students’ ratings. The results found 

that the overall dependability of students’ rating of lecturers was low. 

Item and occasion had the least contribution

Li et al. (2018) China GT Class & Student Ratings of students appeared to be inconsistent across time and 

programme major

Spooren et al. (2014) Belgium GT Student*, Item, & 

Occasion

Student-by-item interaction had the largest contribution to the 

variability in student ratings. Item and item-by-occasion had the least 

contribution

Üstünlüoğlu and Can 

(2012)

Turkey CMT Student A positive relationship between students’ evaluation and coordinators’ 

ratings of the same instructor over the two years was revealed

Quansah (2022) Ghana MFRM Student, Item, & 

Instructor

Inconsistent rating behaviours, poor item functioning and scale 

structure, halo effect, and non-functional rating scale were reported in 

the teaching evaluation exercise

*These facets was not considered as a source of measurement error in the study.
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GT approach. Since then, studies have been conducted by Samian and 
Noor (2012) in Malaysia, Börkan (2017), and Üstünlüoğlu and Can 
(2012) all in Turkey, and Li et al. (2018) in China. A few of the studies 
were conducted in Europe (n = 3, 20%) (Rindermann and Schofield, 
2001; Spooren et  al., 2014; Feistauer and Richter, 2016) and, 
particularly, in Africa (n = 2, 13.3%) (Quansah, 2020, 2022). Although 
few studies were carried out in Europe and Africa, most of the studies 
were quite current compared to those carried out in America.

Methodology utilized

The review revealed that all three measurement theories (i.e., 
CMT, GT, and MFRM) have been utilized to investigate the 
dependability of student ratings of lecturers’ teaching and courses. 
However, the GT approach was found to be more popular in terms of 
its usage. Out of the 15 empirical studies which met the criteria for this 
review, 9 (60%) of them used the GT approach for their investigation 
(see Table 1). Comparatively, the use of the GT approach appears to 
be gaining ground and dominating the quality assurance in higher 
education literature in recent times (see Figure 2). Additional four 
studies (26.7%) used CMT and only two (13.3%) research works 
adopted the MFRM approach (see Figure  2) (Börkan, 2017; 
Quansah, 2022).

Main sources of measurement errors

The review revealed five main sources of variability in student 
rating exercises. This includes student, evaluation item/scale, occasion, 
teacher, class, and course. For all the nine studies which adopted GT, 
the teacher, class or course was used as the object of measurement. In 
addition, the teacher factor was considered as the measurement object 
for two studies that adopted the MFRM. The findings on the specific 
sources of variability have been provided subsequently.

Student

It was found that all the studies reviewed included the student 
(i.e., rater) as a source of variability in teaching evaluation rating (see 
Table 1). However, one of the studies (Spooren et al., 2014) failed to 
recognize the student facet as a source of error in the ratings because 
the authors believed that student variability is desired since it 
represents disparities in individual students in their quality ratings of 
a course. Despite this argument by the authors (Spooren et al., 2014), 

it was revealed that the students were inconsistent with how they 
responded to the items. Those studies which considered students as a 
source of measurement error had three common findings; (1) student 
was the only main effect variable that recorded the largest contribution 
to the variability in the ratings; (2) the analysis showed a low level of 
validity of the responses provided by the students in rating instructors/
courses; and (3) increasing the number of students who participated 
in the evaluation for each instructor was more useful to improving the 
validity of student ratings.

In a more detailed analysis using the MFRM, two studies 
(Börkan, 2017; Quansah, 2022) revealed that although some 
students provided accurate responses during the teaching evaluation 
exercise, quite a number of them were inconsistent with rating their 
instructors. Other wide-range of rating behaviours reported in these 
two studies include: (1) some students failed to discriminate 
between the quality of teaching or course quality or the performance 
level of the instructor(s), indicating that these students provided 
similar ratings for completely different situations (i.e., lecturers with 
different teaching ability); (2) the majority of the students were 
influenced by (less salient) factors which are unrelated to the 
targeted teaching behaviours they are required to assess. Take for 
example, a lecturer who is punctual to class yet has weak subject 
matter and pedagogical knowledge; most students provided 
excellent ratings for instructors being influenced by the lecturer’s 
punctual behaviours even at points when punctuality is not assessed; 
(3) the majority of the students were lenient in their ratings, 
providing high ratings for undeserving instructors or situations.

Evaluation items/scale

Nine (60%) out of the 15 studies considered the item as a major 
source of variance in student ratings. Out of the nine studies, seven of 
them found that the item had the least variance contribution 
indicating that the evaluation item contributed very few measurement 
errors to the quantification of the ratings (see Kane et  al., 1976; 
Gillmore et al., 1978; Mazor et al., 1999; VanLeeuwen et al., 1999; 
Ibrahim, 2011; Spooren et al., 2014; Quansah, 2020). The remaining 
two studies (Börkan, 2017; Quansah, 2022) investigated beyond the 
item-variance properties to the scale functioning using MFRM. In 
their research, these authors revealed poor scale functioning with 
most responses clustered around the highest two scale categories for 
a 5-point scale coupled with a lack of clarity of the response categories. 
Moreover, some of the items on the evaluation instruments were 
identified as unclear, redundant and could not measure the targeted 
trait (Börkan, 2017; Quansah, 2022).

TABLE 2 The context of previous studies.

Continents No. of studies Countries (frequency) Approaches (frequency) Years

North America 5 USA (5) GT (4), CMT (1) 1976, 1978, 1990,1999, 1999

Asia 5 Turkey (2), Malaysia (1), China 

(1), Oman (1)

GT (2), CMT (2), MFRM (1) 2011, 2012*, 2017, 2018

Europe 3 Belgium (1), Germany (2) GT (2), CMT (1) 2001, 2014, 2016

Africa 2 Ghana (2) GT (1), MFRM (1) 2020, 2022

*There were two studies for that year.
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Occasion

Two of the studies (Spooren et al., 2014; Quansah, 2020); these 
studies adopted the GT methodological approach. Findings from both 
studies revealed that occasion did not contribute significantly to 
measurement errors during the ratings. It was further revealed that 
one-time evaluation data offered much more advantage in terms of 
precision in student responses than obtaining the evaluation data for a 
lecturer on multiple occasions from the same group of students. 
However, one of the studies (i.e., Quansah, 2020) indicated that taking 
the evaluation data in the middle of the semester yielded a more accurate 
response from the students than waiting until the semester ends.

Instructor/class/course

Few studies considered instructors, class and course type as 
sources of measurement error (Gillmore et al., 1978; Feistauer and 
Richter, 2016; Börkan, 2017; Quansah, 2022). These studies found that 
class and course type contributed very little in terms of the variances 
in the ratings of students. For instructors, two of the studies revealed 
that the instructors did not receive accurate and precise ratings from 
the students. In most cases, the instructors received higher ratings 
than expected.

Credibility of students’ evaluation data

Generally, the majority of the studies demonstrated that the 
validity of student evaluation data was low. Whereas the studies which 
utilized GT and MFRM approaches showed a low level of validity of 
student ratings of instructors, the majority of the studies which 

adopted the CMT methodology found a high level of validity of the 
data. Except for Marsh and Overall (1980) who found a lack of 
consistency in the ratings by students in a university in Los Angeles. 
Studies by Rindermann and Schofield (2001), Samian and Noor 
(2012), and Üstünlüoğlu and Can (2012) revealed a high validity level 
of student ratings. What is found common with all the studies that 
adopted the CMT is that they all employed the criterion validity 
approach, where they attempted to corroborate statistical results from 
one occasion to another through correlational analysis. These 
researchers appeared to focus on the stability of traits or triangulation 
of evaluation.

Discussion

The purpose of this review was to analyse and synthesize existing 
studies on the subject of the validity of students’ evaluation of teaching 
across the globe. The review attempted to understand the scope and 
context of the research area regarding the subject, the methodologies 
adopted by the available evidence and the factors that account for 
errors in student responses during teaching evaluation. The outcome 
of the review showed that for over five decades, the available literature 
on the validity of teaching evaluation data is scanty, with the majority 
of the recent studies conducted in Asia and North America while a 
few have been conducted in Europe and Africa. Interestingly, the 
recent interest in the subject area was found among researchers in 
Europe; meanwhile, scholars in North America since 1999 have not 
conducted any research in the area. This finding provides insight into 
how researchers on different continents are directing their research 
focus to the area. The geographical distribution of studies and the 
scanty available research can be tied to the complexities in studying 
the validity of teaching evaluation in higher education due to the 
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highly statistical approach required (Ashaari et  al., 2011; Rosli 
et al., 2017).

The review showed that the majority of the studies adopted the 
GT approach to their investigation while just a few utilised the 
MFRM. The popularity of GT can be explained for two reasons. First, 
GT was introduced to address some weaknesses in the oldest 
measurement theory (i.e., CMT) in terms of its use in performance-
mediated assessments (Shavelson and Webb, 1991). This led to the 
switch from CMT to GT, even though this transition took some time 
due to the complexities in the use of GT such as developing syntaxes 
for running the analysis (Brennan, 2001b). Thus, it could be observed 
that studies adopting the GT have grown steadily from 1976 to 2020. 
This also explains the decreased levels of use of CMT in recent times. 
Secondly, several computer programming software or syntaxes are 
available today with their respective instruction or guidelines which 
have made the adoption of GT less difficult. Some of the software or 
syntaxes include GENOVA package (Brennan, 2001a), ETUDGEN 
(Cardinet et  al., 2010), MATLAB, SAS, SPSS (Mushquash and 
O’Connor, 2006), EduG (Cardinet et  al., 2010), G-String, LISREL 
(Teker et al., 2015), and R programming (Hucbner and Lucht, 2019) 
among others. Thus, the availability of these statistical software and 
syntaxes can make the use of GT more popular. Concerning the 
MFRM approach, only two studies adopted the MFRM approach. The 
low adoption of MFRM analysis in the higher education quality 
assurance literature can also be attributed to the fact that most scholars 
are not aware of such a procedure. This coupled with the complexity 
of the use of the approach/method, which requires a high level of 
expertise, especially when there are so many factors involved. There is 
also relatively few computer programme software/syntaxes which can 
perform MFRM analysis. The two known applications are FACET and 
R programming applications (Lunz et al., 1990). The programming 
nature of these software and, perhaps, the limited guidelines for their 
use may have discouraged researchers who have little background in 
measurement but are scholars in quality assurance.

A more significant aspect of the findings showed that the student 
(i.e., the rater) contributed the largest amount of errors to the teaching 
evaluation data. It was found that higher education students are 
inconsistent in their ratings with most of them failing to provide 
ratings that discriminate across the varying levels of performance of 
instructors. Most students were also influenced by (less salient) factors 
which are unrelated to the targeted construct being measured. What 
is central to this finding is the fact that higher education students are 
not usually trained to respond to teaching evaluations (Eckes, 2015). 
In many institutions, students are offered a brief orientation about 
what the teaching evaluation is about without proper training 
(Dzakadzie and Quansah, 2023). It is not surprising that some 
students showed a lack of understanding of the response options on 
the evaluation instrument, although these instruments had excellent 
psychometric properties. Higher education administrators should 
organize regular training programmes for students on how to rate 
accurately to reduce errors of measurement (such as halo effect, 
inconsistent rating, and inability to use the rating scales) during the 
teaching appraisal exercise. The training should include what 
(behaviours) they should look out for when appraising.

Further analysis from the review showed that a greater proportion 
of tertiary students are lenient in their ratings. Although the reasons 
for their leniency were not explored in the various studies, some 
factors are obvious considering the framework of teaching evaluation. 

A key concern is the issue of negative critical culture where students 
experience fear of retaliation by the lecturer when they provide poor 
teaching evaluation. In such instances, students may feel reluctant to 
share honest opinions about teaching activities and services they 
receive from the institution (Adams and Umbach, 2012). This negative 
atmosphere can be worsened when anonymity and confidentiality of 
student responses cannot be  assured. This situation might have 
contributed to the findings that the instructors received very high 
evaluation scores. An interesting perspective on this issue is that 
several pieces of research work have confirmed that grade inflation is 
positively associated with teaching evaluation outcomes (Eiszler, 2002; 
Stroebe, 2020; Berezvai et al., 2021; Park and Cho, 2023). The takeaway 
from these studies is that some professors exchange lenient grading 
with excellent evaluation results. This reason can explain why one of 
the studies included in the systematic review showed that the teaching 
evaluation conducted in the middle of the semester (before any 
assessment) had higher reliability than those performed at the end of 
the semester (i.e., when some assessments have been conducted). 
While higher education institutions are encouraged to uphold 
anonymity and confidentiality, students should be oriented on why 
they need to provide honest responses without fear of reprisals. It is 
also suggested higher education administrators should orient 
professors/instructors on the benefits associated with accurate 
evaluation data. Additionally, teaching evaluation should be organised 
by the authorised department preferably before the end of the 
semester. Other strategies can be  explored to decouple students’ 
grades from their evaluation responses.

The general impression across the available studies from different 
continents is that the credibility and validity of teaching evaluation 
outcomes is questionable, considering the several sources of errors 
revealed. The majority of the evidence from the empirical papers 
reviewed suggests little support for administrators to rely on teaching 
evaluation results for critical decisions concerning instructors and 
policy implications. The outcome of the review draws on a close 
partnership among students, professors/instructors and management 
of higher education institutions in ensuring that the reliability of such 
data is improved. By having a clear framework of responsibilities for 
all these parties and stakeholders, much progress can be  made 
considering the implications of the evaluation results for all parties. 
Despite the relevance of this review, it only included quantitative 
studies (and excluded studies which examined the opinions of 
stakeholders regarding the validity of teaching evaluation results). 
We recommend that future researchers are encouraged to conduct a 
systematic review of qualitative studies conducted on the subject.

Conclusions and future research 
direction

The results from the review lead the researchers to a general 
conclusion that not much has been done in exploring the sources of 
variation and validity of student ratings of teachers/courses in 
institutions of higher education. This situation calls for an urgent need 
for more empirical research work to be conducted in the area. These 
limited studies, however, have drawn upon a universal consensus that 
the validity of students’ responses to the appraisal of teaching in higher 
education is still in doubt. Students are found at the centre of these 
inconsistencies in the rating process due to several factors that could 
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not be disentangled from the students. This paper, therefore, serves as 
a prompt to researchers to conduct more studies in the area.

We recommend that further studies adopt the MFRM 
methodological framework or possibly blend these procedures to 
continue the discussion on the validity of evaluation responses by 
students. It is essential to note that merging these procedures 
(especially GT and MFRM) supports recent developments in validity 
theory which recommends multiple sources of validity evidence to 
be  gathered, assessed, and combined into a validity argument to 
support score interpretation and utilisation (Kane, 2012; Fan and 
Bond, 2016). Since students played a pivotal role in terms of 
understanding the variations in student ratings of teachers/courses in 
higher education, we  recommend that further research should 
be conducted to closely study the behaviours of students during the 
evaluation exercise. This investigation should be  extended to 
examining the process data by observing the behavioural patterns of 
the students in the rating process through log files.

Although few studies examined the scale functioning quality of 
the evaluation form used, this serves as a prompt for future studies to 
take a close look at the scale functioning of the evaluation instrument. 
It must be mentioned that most validation procedures for evaluation 
forms do not include scale category functioning. Future research 
should include the item as a source of measurement error for further 
careful examination including the scale category quality. Except for 
Asia, future research should be conducted in other continents like 
Africa, Europe, South America, Antarctica, and Australia. This is 
essential to provide such information to administrators of higher 
education regarding the utility of evaluation of teaching data from 
students. This is also needed to help understand the sources of 
measurement error, particularly proximal factors, and the validity of 
student ratings of teachers/courses in higher education around 
the globe.
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