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Background: Artificial Intelligence (AI) has permeated various aspects of 
daily life, including education, specifically within higher education settings. 
These AI technologies have transformed pedagogy and learning, enabling a 
more personalized approach. However, ethical and practical concerns have 
also emerged, including the potential decline in cognitive skills and student 
motivation due to excessive reliance on AI.

Objective: To develop and validate a Scale for Dependence on Artificial 
Intelligence (DIA).

Methods: An Exploratory Factor Analysis (EFA) was used to identify the underlying 
structure of the DIA scale, followed by a Confirmatory Factor Analysis (CFA) to 
assess and confirm this structure. In addition, the scale’s invariance based on 
participants’ gender was evaluated.

Results: A total of 528 university students aged between 18 and 37  years 
(M  =  20.31, SD  =  3.8) participated. The EFA revealed a unifactorial structure for 
the scale, which was subsequently confirmed by the CFA. Invariance analyses 
showed that the scale is applicable and consistent for both men and women.

Conclusion: The DAI scale emerges as a robust and reliable tool for measuring 
university students’ dependence on AI. Its gender invariance makes it applicable 
in diverse population studies. In the age of digitalization, it is essential to 
understand the dynamics between humans and AI to navigate wisely and ensure 
a beneficial coexistence.
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1 Introduction

The growing influence of Artificial Intelligence (AI) in contemporary society has given 
rise to a broad spectrum of interdisciplinary and multidisciplinary research. From its initial 
focus on automation and data-driven decision-making to its evolution toward enhancing daily 
life, addressing complex social problems, and mitigating environmental challenges, AI has 
revolutionized the way we interact with the world (Gruetzemacher and Whittlestone, 2022). 
Thus, AI, and in particular generative-like technologies, has transformed the processing of 
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unstructured data and has demonstrated the capability to produce 
human-like real-time responses (Dwivedi et  al., 2023b). Through 
innovations such as Dall-E 2, GPT-4, and Copilot, this technology has 
not only impacted the artistic realm but has also provided assistance 
in tasks of knowledge and daily needs. Yet, the widespread adoption 
of AI poses challenges and risks that must be responsibly addressed to 
ensure its sustainable and beneficial use for society (Feuerriegel 
et al., 2023).

In the field of education, AI has revolutionized how teaching and 
learning occur. From early levels to higher education, AI applications 
are reshaping traditional teaching methods. This technology provides 
automated assistance and facilitates virtual interaction, fundamentally 
altering the dynamics of conventional teaching and holds the potential 
to craft more versatile curricula adaptable to the demands of the 21st 
century (Ocaña-Fernández et al., 2019). Moreover, the integration of 
digital technologies in education has significantly improved access and 
learning efficiency, preparing students for an increasingly 
technological and ever-changing world (Haleem et al., 2022). Higher 
education, in particular, experienced a digitalization surge due to the 
COVID-19 pandemic, leading to a swift transition toward online 
education. This crisis compelled educational institutions to embrace 
communication technologies and pedagogical innovations, sparking 
increased interest in creating a shared digital learning space in higher 
education (Bygstad et al., 2022). AI has played a pivotal role in this 
transformation, enabling the customization and adaptation of 
teaching to individual student needs through learning management 
systems and intelligent tutoring systems (Bhutoria, 2022).

Despite the advantages AI brings to education, its adoption raises 
ethical and practical concerns. Among these concerns, an over-
reliance on AI by students and educators stands out. The interaction 
between students and instructors in online learning environments is 
influenced by AI, eliciting both promises and concerns in higher 
education (Seo et al., 2021). Reliance on AI could lead to the loss of 
cognitive skills and a decline in student motivation (Ahmad et al., 
2023). Dependence, in its broader sense, implies a compulsive need 
for something to function or feel complete. This dependency can 
manifest as a powerful drive affecting decision-making, self-
perception, and one’s relationship with other life aspects. In a clinical 
context, dependence has traditionally been associated with substances, 
such as alcohol or drugs, characterized by tolerance and withdrawal 
symptoms (Brown et al., 1995; Aharonovich et al., 2002; Gilder et al., 
2004; Nunes and Rounsaville, 2006; Schuckit et al., 2007; DMS, 2013). 
However, in the AI era, dependence has extended to behavioral 
addictions, like pathological gambling and internet addiction disorder, 
sharing similarities in their neurobiological and behavioral processes 
(Fu et al., 2010; Weinstein and Lejoyeux, 2010; Van Rooij et al., 2011; 
Sairitupa-Sanchez et al., 2023). In this regard, considering artificial 
intelligence (AI), dependence can be conceptualized as a propensity 
or need to overly rely on automated systems for decisions, tasks, or 
validation. Advanced technologies like AI have the potential to 
simplify processes and enhance efficiency, but they can also instill a 
sense of insecurity or fear of being left behind if one does not keep 
pace with them.

Artificial Intelligence (AI)-based technologies, such as ChatGPT, 
have brought significant transformations in areas like writing, 
research, and programming, providing considerable support in these 
fields. However, concerns have been raised about potential negative 
consequences, such as the loss of critical thinking skills and an 

excessive dependency on these tools (Liu et al., 2023). In this context, 
it’s crucial for users, especially students, to be informed about both the 
opportunities and ethical dilemmas associated with these technologies, 
to ensure their responsible and critical use in academic and 
professional development (Dwivedi et al., 2023a). Despite the benefits 
AI can offer, it is not without faults and requires expert human 
supervision to mitigate unpredictable errors and biases. Furthermore, 
its development and use must be ethical and beneficial for society, 
taking into account concerns about potential social harms associated 
with these technologies (Tai, 2020). With AI’s expansion beyond 
laboratories, the need for adequate regulations for its integration into 
society and governmental processes becomes evident, presenting 
challenges in terms of scope and impact on innovation (Sheikh 
et al., 2023).

Moreover, the integration of service chatbots in areas like mental 
health and financial advising demonstrates AI’s potential benefits in 
terms of enhancing psychological well-being and reducing loneliness. 
However, these interactions can also lead to social withdrawal and 
addiction (Xie et  al., 2023), and the increased reliance on virtual 
assistants and smart devices poses particular risks for people with high 
social anxiety (Hu et  al., 2023). The COVID-19 pandemic has 
exacerbated this trend, increasing emotional and psychological 
dependence on these technologies (Pentina et  al., 2023). In the 
therapeutic domain, social chatbots have become popular as 
companionship and emotional support tools, but there are concerns 
about their potential to create emotional dependency and other 
negative effects (Laestadius et al., 2022). Additionally, AI’s influence 
on Consumer Engagement (CE) is undeniable, with a significant 
impact on business performance (Hollebeek et al., 2024).

To address these challenges associated with growing technological 
dependency, various scales have been conceived. These range from 
Young’s Internet Addiction Scale Young (1998) to more specific 
instruments focused on dependencies like online gaming (Blinka and 
Smahel, 2011; Sairitupa-Sanchez et  al., 2023). However, cultural 
variability poses an additional challenge in understanding the impact 
of technology, as perceptions and use of technology widely differ 
across cultural contexts. Information and Communication 
Technologies, in particular, deeply shape our way of living and 
interacting (Tripathi, 2017). Given the complexity of dependency on 
AI use, the need for a specific tool to better assess and understand this 
phenomenon is evident. This tool would not only facilitate a deeper 
understanding of AI dependency but also help mitigate associated 
risks. In this context, unidimensional measures emerge as a valuable 
option, allowing assessment through few items. This simplicity is 
crucial for large-scale research, reducing the time and effort required 
by participants. Moreover, in a context where the mental health of 
university students is of growing concern, having global measures, 
easy to interpret and parsimonious in structure, is essential. Therefore, 
the main objective of this study is to develop and validate a Scale of 
Dependency toward Artificial Intelligence (DIA).

2 Methods

2.1 Design and participants

The present study, of an instrumental nature (Ato et al., 2013), 
relied on convenience sampling. For sample selection, an electronic 
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calculator (Soper, 2023) was utilized, considering variables such as 
the number of observed and latent variables in the model, the 
anticipated effect size (λ = 0.10), the desired statistical significance 
(α = 0.05), and the level of statistical power (1 – β = 0.90). With these 
criteria, the minimum sample size required was 199 participants. 
However, the sample was expanded, and a total of 528 Peruvian 
medical students were recruited. The ages of the participants ranged 
from 18 to 37 years (M = 20.31, SD = 3.8). The inclusion criteria 
stipulated that participants must be over 18 years old, residents of 
Peru, and with regular access to Artificial Intelligence platforms. 
We excluded individuals who did not meet age and residence criteria, 
as well as those without regular access to Artificial Intelligence 
platforms or enrolled in the Medical School considering the first and 
tenth semesters. Gender distribution showed 53.0% female 
participants and 47.0% male. Regarding study semester, the highest 
concentrations were found in the first semester at 26.1%. Analyzing 
the place of origin, the Coast was the region with the most 
representation, encompassing 50.9% of the participants (Table 1).

2.2 Instruments

Dependence on AI. The construction process of the scale of 
Dependence on AI (DAI) incorporated criteria adapted from 
compulsive behaviors or dependencies described in DSM-5 (American 
Psychiatric Association, 2013; Hasin et al., 2013). These criteria were 
broken down into five key components: (1) Feeling of vulnerability, 
addressing the perceived insecurity when lacking access to 
technological tools (Young, 1998); (2) Concern about relevance and 
performance, related to performance anxiety and the need to integrate 
technologies in the workplace and academic setting (Caplan, 2002); 
(3) Need to maintain an updated image, reflecting the social 
motivation behind the use of emerging technologies (Ryan and Xenos, 
2011); (4) Seeking external validation, indicating emotional 
dependence on these tools for decision-making (Kuss and Griffiths, 

2011); and (5) Fear of personal obsolescence, considering the fear of 
human replacement by technological automation (Chui et al., 2016). 
To ensure an assessment that captures the diversity of individual 
experiences regarding dependence on AI, the DAI items are presented 
in a Likert scale format. This format offers five response options 
ranging from “Completely false for me” to “Describes me perfectly.” 
This structure allows for accurately and detailed reflection of 
individual nuances of dependence on AI, emphasizing personalization 
in studying this phenomenon.

2.3 Procedure

This study was developed under stringent ethical standards, 
ensuring fundamental principles of integrity, transparency, and above 
all, respect for human dignity, aiming to guarantee the authenticity 
and accuracy of the results obtained. The research underwent a review 
by the Ethics Committee of a Peruvian university, which approved our 
protocol under the registration (2023-CEUPeU-033). Following the 
guidelines set by the Helsinki agreement, each individual participating 
in our study was thoroughly informed about its nature and objectives. 
The informed consent process not only complied with the relevant 
legal regulations but also reflected our firm commitment to respect 
the autonomy of participants and their inalienable right to decide 
about their involvement in the research. It’s important to note that 
data collection was conducted in person, emphasizing at each 
opportunity that participation was entirely voluntary and ensuring the 
anonymity of those involved.

2.4 Data analysis

Initially, a total sample was prepared, which was segmented into 
two groups for the purpose of cross-validation. Sample 1, comprising 
226 participants, was designated for exploratory factor analysis (EFA), 
while Sample 2, with 302 participants, was geared toward confirmatory 
factor analysis (CFA) (VandenBos and American Psychological 
Association, 2015). A descriptive characterization of the IA 
Dependence (DAI) was performed, calculating parameters such as 
mean, standard deviation, skewness (g1), and kurtosis (g2) with values 
ranging between ±1.5 considered appropriate (Pérez and Medrano, 
2010). Item quality was verified through a corrected inter-test 
correlation analysis [r(i-tc) = <0.2], and items that did not meet the set 
criteria were removed (Kline, 2023).

For the EFA, unweighted least squares with oblique rotation 
(promax) were applied. Using parallel analysis, we determined the 
optimal number of factors. Prior to these analyses, data adequacy was 
confirmed using Bartlett’s test of sphericity and the Kaiser-Meyer-
Olkin (KMO) coefficient (Kaiser, 2016; Worthington and Whittaker, 
2016). After establishing the number of factors in the EFA, the CFA 
was performed using the MLR estimator (Muthen and Muthen, 2017). 
To evaluate the model fit, various metrics were employed, including 
the CFI, TLI (≥ 0.95) (Schumacker and Lomax, 2016), RMSEA, and 
SRMSR (≤ 0.05) (Kline, 2023). Scale reliability was assessed through 
Cronbach’s alpha coefficient and McDonald’s omega coefficient 
(McDonald, 1999). Additionally, for measurement invariance (IM) by 
sex, we  applied a multi-group confirmatory factor analysis, 
considering four levels of invariance. Intergroup invariance 

TABLE 1 Sociodemographic characteristics.

Characteristic Frequency n %

Gender Female 280 53.0

Male 248 47.0

Study cycle 1 138 26.1

2 120 22.7

3 25 4.7

4 66 12.5

5 17 3.2

6 53 10.0

7 15 2.8

8 26 4.9

9 10 1.9

10 58 11.0

Place of origin Coast 269 50.9

Jungle 139 26.3

Mountains 120 22.7
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FIGURE 1

Parallel analysis.

determination was based on ΔCFI differences less than 0.010 
(Chen, 2007).

All analyses were performed in the RStudio environment (RStudio 
Team, 2018) with R version 4.1.1 (R Foundation for Statistical 
Computing, Vienna, Austria). The “lavaan” (Rosseel, 2012) and 
“semTools” (Jorgensen et al., 2021) packages were crucial for executing 
the CFA, structural equation modeling, and measurement 
invariance analysis.

3 Results

3.1 Descriptive statistics of items

In Table 2, descriptive results are displayed. Item 5 recorded the 
highest mean of 2.8, while item 1 had the lowest mean of 2.44. 
Likewise, the skewness values (g1) of all items are within the 
considered normal range (± 1.5), ranging between −0.01 and 0.39. 
Similarly, the kurtosis (g2) values for all items are also within this 
range, with values between −0.77 and − 0.98. Finally, regarding item-
total correlations (r.cor), all surpass the acceptable limit of 0.30. This 
indicates that each item significantly contributes to the scale’s 
overall construct.

3.2 Evidence of validity related to internal 
structure

To determine the underlying structure of the items of a 
unifactorial scale, an Exploratory Factor Analysis (EFA) was 
conducted. To ensure data adequacy for the EFA, we used the Kaiser-
Meyer-Olkin (KMO) coefficient and Bartlett’s test of sphericity. The 
results revealed a KMO coefficient of 0.88, indicating proper data 
adequacy for factor analysis. Similarly, the significance of Bartlett’s test 
of sphericity (p < 0.001) reinforces the relevance of the EFA. To 
determine the optimal number of factors to extract, a parallel analysis 
and a scree plot were used, both suggesting the extraction of a single 
factor (Figure  1). We  used the maximum likelihood extraction 
method combined with the varimax rotation method. This process 
allowed us to assess the factor loadings of each item and, if necessary, 
remove those that did not meet the established criteria. Specifically, 
we considered removing items with factor loadings below 0.50 on the 
proposed factor or with communalities (h2 < 0.30) (Costello and 

Osborne, 2005; Lloret-Segura et al., 2014). However, by the end of the 
process, all items met the criteria, and therefore none were removed 
(Table 3).

3.3 Confirmatory factor analysis and 
reliability

Based on preliminary evidence provided by the Exploratory 
Factor Analysis (EFA), a Confirmatory Factor Analysis (CFA) was 
conducted to assess the previously identified factorial structure 
(Table  3). The goodness-of-fit indices for the model proved 
satisfactory: χ2(5) = 8.450, p = 0.133; CFI = 0.99; TLI = 0.98; 
RMSEA = 0.05 (90% CI 0.00–0.09) and SRMR = 0.02. Moreover, item 
factor loadings were robust, all surpassing the 0.50 threshold, 
highlighting the significance of each item in depicting the studied 
construct. Lastly, reliability indicators, both the alpha (α) coefficient 
and the omega (ω) coefficient, showed proper internal consistency (α 
and ω = 87).

3.4 Invariance

To examine measurement invariance based on participants’ 
gender, a hierarchical sequence of invariance models was applied, 
ranging from configural to strict. Using the Confirmatory Fit Index 

TABLE 2 Descriptive statistics.

Item M SD g1 g2 r.cor

1. Me siento desprotegido/a cuando no tengo acceso a la IA. (I feel unprotected when I do not have access to AI.) 2.44 1.21 0.39 −0.77 0.77

2. Me preocupa la idea de ser dejado/a atrás en mis tareas o proyectos si no uso la IA. (I’m concerned about the 

idea of being left behind in my tasks or projects if I do not use AI.) 2.58 1.18 0.26 −0.77 0.76

3. Hago todo lo posible por estar al día con la IA para impresionar o mantenerme relevante en mi ámbito. (I do 

everything possible to stay updated with AI to impress or remain relevant in my field.) 2.65 1.15 0.15 −0.78 0.73

4. Necesito constantemente validación o retroalimentación de los sistemas de IA para sentirme seguro/a en mis 

decisiones. (I constantly need validation or feedback from AI systems to feel confident in my decisions.) 2.52 1.19 0.29 −0.80 0.80

5. Siento temor de que la IA reemplace mis habilidades o capacidades actuales. (I fear that AI might replace my 

current skills or abilities.) 2.80 1.22 −0.01 −0.98 0.54

M, Mean; SD, Standard Deviation; r.cor, Item-Total Correlation.
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(CFI) as the main metric, it was found that the scale is invariant 
between men and women. Specifically, differences in CFI (ΔCFI) 
across each invariance level (Chen, 2007) confirmed that both factor 
loadings, as well as intercepts and residual variances, are consistent 
across groups (Table 4).

4 Discussion

AI has influenced numerous areas of daily life, from automation 
to solving complex issues. Its impact on education has been significant, 
transforming teaching and learning approaches, especially in higher 
education where AI technologies enable personalized learning. 
However, the increasing reliance on AI presents ethical and practical 
challenges, including potential loss of cognitive skills and decreased 
student motivation. This study focused on developing and validating 
a scale for Dependence on Artificial Intelligence (DAI) among 
university students.

The results of the Exploratory Factor Analysis (EFA) indicated a 
clear unifactorial structure for the DIA scale, with all factor loadings 
exceeding 0.50 and communalities (h2) greater than 0.30. This 
suggests that all items adequately contribute to the proposed factor 
and are conceptually aligned, indicating that the single factor 
effectively represents the measured construct (Xie and DeVellis, 1992).

Subsequently, a Confirmatory Factor Analysis (CFA) was 
conducted, which demonstrated that all items have significant factor 
loadings, indicative of a relevant contribution to the representation of 
the construct. Thus, the unifactorial structure suggested by the 
previous EFA is confirmed. Moreover, the items surpassed the 
generally accepted threshold of 0.50 (Hair et al., 2010), suggesting that 
all items make a significant contribution to the construct. This is 
relevant, as factor loadings reflect the correlation between each item 
and the latent factor, and high loadings are indicative of a good 
representation of the construct (Worthington and Whittaker, 2016). 
Additionally, the reliability of the scale, as indicated by the Cronbach’s 
alpha (α) and omega (ω) coefficients, showed adequate internal 
consistency, suggesting that the scale is reliable for measuring 
the construct.

The study revealed that the DIA scale is invariant between men 
and women, indicating that the measurements are consistent and 
comparable across these groups. The level of strict invariance achieved 
in this study, where residual variances are consistent between groups, 

is particularly noteworthy. This suggests that not only are the factor 
loadings and intercepts equivalent between men and women, but so 
are the residual variances of the items, reflecting greater stability in 
measurement across genders (Gregorich, 2006).

5 Implications

The increasing dependency on Artificial Intelligence (AI) in 
various social and professional spheres calls for a profound 
reconsideration of our interactions with technology. AI, transcending 
its role as a mere technological tool, has begun to significantly 
influence self-perception and human relationships. These dynamic 
highlights the importance of developing inclusive and adaptive 
policies that view AI as a complement, rather than a substitute, to 
human abilities. In this context, organizations and professionals must 
address not only the development of technical skills but also 
strengthen emotional and psychological competencies to navigate an 
AI-dominated environment. From a theoretical perspective, these 
findings challenge traditional theories on human-technology 
interaction, suggesting the need for an integrative theoretical 
framework that merges psychology, sociology, and computer science 
to address the growing affective centrality of AI in our lives.

Furthermore, there is a suggested need for deeper research in 
fields such as educational psychology, to explore how AI dependency 
affects cognitive and emotional development, particularly in students. 
It’s vital to integrate teachings on critical and ethical AI use into 
university curricula, promoting critical thinking skills and 
independent analysis. Educators should be trained to balance the use 
of advanced technologies with teaching methods that foster 
independent analytical skills. At the organizational level, policies 
should be formulated to regulate the ethical use of AI, focusing on 
preventing dependency and ensuring data security. Additionally, 
educational institutions should implement awareness programs, 
provide self-assessment tools, and offer counseling services for 
students with AI dependency.

Future studies should include longitudinal research to understand 
the evolution of AI dependency in university students over time. 
Furthermore, it’s essential to expand research to different populations 
and cultural contexts to understand variations in AI dependency. 
Investigating the long-term impact of this dependency on mental 
health and well-being and designing effective interventions to reduce 
AI dependency are also crucial directions for future research. These 
joint efforts will ensure a future where AI and humanity coexist in 
harmony and mutual benefit.

6 Limitations

While this study provides valuable insights into people’s relationship 
with artificial intelligence, it’s essential to recognize and address its 
limitations. Firstly, the cross-sectional nature of the study means data was 
captured at only one specific point in time. Longitudinal studies could 
offer clearer insights into how this relationship evolves and what factors 
may influence these changes. The sample used, although extensive, may 
not be representative of the entire population. Cultural, socioeconomic, 
or educational differences that influence people’s relationship with AI 
might exist, and these variables were neither controlled for nor explored 

TABLE 3 EFA, CFA, and reliability.

EFA CFA

Items F1 h2 u2 F1 (λ)

1 0.829 0.69 0.31 0.85

2 0.857 0.73 0.27 0.8

3 0.831 0.69 0.31 0.77

4 0.869 0.76 0.24 0.84

5 0.622 0.39 0.61 0.52

% of variance 0.65

α 0.87

ω 0.87

α, Cronbach’s Alpha; ω, McDonald’s Omega; F, Factor; λ, Factor loading.
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in depth in this study. Lastly, while we have examined measurement 
invariance based on gender, other demographic and psychosocial factors 
like age, education level, and prior tech familiarity could impact attitudes 
and behaviors toward AI. Future research should consider these factors 
to gain a more nuanced understanding of people’s relationship with 
artificial intelligence.

7 Conclusion

The findings indicate that the DIA scale is a valid and reliable tool 
for assessing dependency on Artificial Intelligence (AI) in university 
students. AI dependency can have significant consequences on 
students’ cognitive, emotional, and social development. Therefore, the 
application of the scale, corroborated by its gender invariance, allows 
for comparative analyses across various demographic groups, thus 
enriching its utility. Additionally, the importance of adopting an 
interdisciplinary approach for a more comprehensive understanding 
of human-AI interaction is emphasized. Moreover, it’s crucial to 
develop policies and educational strategies that promote a balanced 
and critical use of AI. Future research should focus on longitudinal 
studies to track the evolution of AI dependency in students over time. 
It’s equally essential to expand this research to different populations 
and cultural contexts to understand variations in AI dependency and 
its long-term effects on mental health and well-being.
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