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This mini review summarizes the current state of knowledge about automatic 
item generation in the context of educational assessment and discusses key 
points in the item generation pipeline. Assessment is critical in all learning 
systems and digitalized assessments have shown significant growth over the last 
decade. This leads to an urgent need to generate more items in a fast and efficient 
manner. Continuous improvements in computational power and advancements 
in methodological approaches, specifically in the field of natural language 
processing, provide new opportunities as well as new challenges in automatic 
generation of items for educational assessment. This mini review asserts the need 
for more work across a wide variety of areas for the scaled implementation of AIG.
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Introduction

Due to the increase in large-scale summative (e.g., national assessments, re/certification 
assessments) and formative assessments (e.g., practice tests/assignments, feedback preparation), 
items need to be created at a higher pace than ever before to keep up with continuous testing 
(Attali, 2018; Kurdi et al., 2019). This new era of continuous testing presents a challenge to the 
traditional methods of item creation and item stability, as it is labor intensive and costly to create 
items individually, and it is difficult to keep a “healthy” item bank where items are not 
overexposed, especially for computer adaptive testing. In addition to traditional items and 
methods of item development, more attention has been given to innovative item types, which 
are needed to measure newer skills that have emerged in the 21st century (e.g., collaborative 
skills). These innovative and interactive items are even more labor intensive and costly to create.

A potential solution to these issues is to generate items automatically. Automatic/automated 
item generation (AIG) and automated question generation (AQG) are used synonymously to 
broadly refer to the process of generating items/questions from various inputs, including models, 
templates, or schemas. In research papers, the terms AIG and AQG are used interchangeably. 
However, automatic item generation is mostly used in the education domain; therefore, AIG will 
be used in the continuation of this review.

Historically, AIG was first described by John Bormuth in the 1960’s (Bormuth, 1969) but 
was not developed until much later. Through the years, item generation techniques evolved from 
using traditional instructional objectives to semi-automated means (Roid and Haladyna, 1978). 
In 2006, Drasgow et al. (2006) established the base for the theoretical framework and methods 
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of AIG that are widely used in education today. By 2012, with the 
increase in the number of assessments and the increase in software 
and computer resources, AIG had become a unique research area with 
rapid and continuing growth. At this time, there was enough research 
to provide analysis of both the theoretical concepts and practical 
applications of AIG (Gierl and Haladyna, 2012). For the last two 
decades, research on AIG has addressed the current challenges of test/
assessment development by generating items on a large scale efficiently 
(e.g., Gierl et al., 2021).

The main promises of AIG for test/assessment development 
include: (1) reduced item generation time, (2) reduced cost to create 
items, (3) support for continuous and rapid item development for 
large item pools, and (4) support for learning by tailoring items for 
customized measurement and learning needs. In the educational 
context, the goal of AIG is defined as creating more items in an 
efficient and fast manner, such that the items target the same construct 
but appear unique to test takers (e.g., Pugh et al., 2016). Despite these 
promises, there is still not enough application of AIG in educational 
assessment. Therefore, it is critical to understand AIG regarding its 
feasibility, applicability, and item quality.

The following review covers over 40 papers, two multimedia 
sources, and one systematic literature review published in the field of 
automated/automatic item generation for educational purposes. Three 
data bases (i.e., ACM, IEEE, ERIC), google scholar, AERA and NCME 
programs, and google searches with selected key words (e.g., 
“automated item generation,” “automated question generation,” 
“machine learning and item generation”) were used to extract 
foundational studies and the most recent work related to AIG to shed 
light on the most recent developments in this field. For the purpose of 
this mini review, we scanned and extracted papers to make a finalized 
list to perform an in-depth review of each selected paper. Our review 
focuses on the following key points:

 • Purpose of AIG in the reviewed material.
 • Type of items generated.
 • Input type and approaches to generate items.
 • Methods used to evaluate generated items.

The following section summarizes the results of the review with a 
specific focus on the previous key points to show the diversity of 
thought regarding the topic of automated/automatic item generation 
and to highlight areas of improvement.

Purpose of AIG in the reviewed 
material

With regard to the purpose of AIG in the current review, most 
studies focus on using AIG for assessment purposes, either for large 
scale assessments (e.g., Gierl et al., 2008; Pugh et al., 2016; Attali et al., 
2022), opinion questions (e.g., Baghaee, 2017), classroom/formative 
assessment purposes such as exam questions (e.g., Fridenfalk, 2013), 
and practice questions (e.g., Attali, 2018). There are other studies that 
also use AIG to focus on generating personality items (von Davier, 
2018; Hommel et al., 2022). AIG can also be used to expand past the 
generation of items to more complex tasks for assessments, such as 
stories and passages (e.g., Harrison et al., 2021; Attali et al., 2022) 
which is a critical next step in assessment development (Burke, 2020).

Types of generated items

In this review, it was found that multiple choice items are the most 
frequently generated type of questions in the large-scale educational 
assessment context as they are the main item type in most large-scale 
assessments. In addition to the item stem, distractors can also 
be generated. While using AIG to generate distractors was a challenge 
(e.g., Embretson and Kingston, 2018), there have been improvement 
in the methods used to create efficient distractors for multiple choice 
items over time (Lai et al., 2016; Gierl et al., 2021). For other types of 
assessments, open ended factual questions (i.e., who, where, when, 
etc.) are the most common item type to be generated; in comparison, 
there are fewer studies that are attempting to create open ended 
questions (e.g., Fridenfalk, 2013; Zhou and Huang, 2019).

Input type and approaches to 
generate items

In this review, commonly used input types for item generation can 
be divided into two groups: (a) structured inputs, such as item model 
templates (e.g., Gierl et al., 2012, 2016; Latifi et al., 2013; Colvin et al., 
2016; Attali, 2018; Blum and Holling, 2018), and (b) unstructured inputs 
such as available written material (e.g., Khodeir et al., 2018; Wang et al., 
2018; von Davier, 2019; Zhou and Huang, 2019; Attali et al., 2022). A 
third input type can be described as a combination of both structured 
and unstructured inputs (e.g., Atapattu et al., 2012; Wang et al., 2018).

In the educational context, item models are commonly used (Gierl 
et al., 2008; Gierl and Lai, 2013; Blum and Holling, 2018; Embretson 
and Kingston, 2018; Pugh et al., 2020). An item model is defined as 
“… a template that specifies the features in an item that can 
be manipulated” (LaDuca et al., 1986; Bejar et al., 2003). There are 
multiple approaches to generate an item model (Drasgow et al., 2006) 
and they include: (a) weak theory [e.g., generate item sets that are 
derived from a parent item but look different from one another 
(Geerlings et  al., 2011)], (b) cognitive theory/strong theory [e.g., 
systematic variations of the parts in an item supported by an 
underlying theory (e.g., Gierl and Lai, 2013)], and (c) automatic 
min-max [e.g., introduction of the construct to be measured into the 
item development process (Arendasy and Sommer, 2012)]. The most 
applied approach, in an educational context, for generating item 
models is the cognitive theory/strong theory approach. The main steps 
in this approach are (a) highlighting the skills and knowledge required 
for the problem to be  solved, (b) subject matter experts (SME) 
developing cognitive models, (c) creating item models based on the 
cognitive models that specify the features that can be manipulated, 
and (d) finally manipulating item models using computer-based 
algorithms (e.g., software called IGOR).

The approaches used for question/item generation from available 
written text have been gradually developed and are more diverse than 
item models. In the field of educational assessment (i.e., large scale), 
there is a limited amount of work using available written text for 
automatic item generation (e.g., Attali et al., 2022). Hence, most of the 
examples in this review are from different assessment domains such 
as practice quiz generation, factual question generation (e.g., Fattoh 
et al., 2015; Baghaee, 2017; Wang et al., 2018; Kumar et al., 2019; 
Blšták and Rozinajová, 2022), personality item generation (e.g., von 
Davier, 2018; Hommel et al., 2022).
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The approaches include use of machine learning/deep learning 
architectures (e.g., RNN and variants of RNNs as in Kim et al., 2019), 
natural language processing (NLP) based models (as in Wang et al., 
2018; Blšták and Rozinajová, 2022), and large pre-trained language 
models (e.g., GTP2, GPT3, BERT as in Attali et al., 2022). The focus 
of neural/deep networks, some have even integrated Natural Language 
Processing (NLP) based approaches into their models (e.g., Zhou 
et al., 2017; Wang et al., 2018), is to train models on large data sets and 
they have the potential to learn implicit rules from the data itself, e.g., 
GPT-2 fine-tuned using the International Personality Item Pool in 
Hommel et al. (2022); free medical articles on GPT-2 in von Davier 
(2019); Stanford Question Answering Dataset (SQuAD) in Kumar 
et  al. (2019); Dolphin18K in Zhou and Huang (2019); Amazon 
Question/Answer data set in Baghaee (2017); Wikipedia in Harrison 
et al. (2021). For example, SQuAD (Rajpurkar et al., 2016) consists of 
more than 100,000 questions from more than 500 articles. It is critical 
to note that for the existing data sets which include question-answer 
pairs, none are tailored for educational assessment subjects. Research 
in automated item generation for education assessments can benefit 
from the availability of targeted resources (e.g., science subject specific 
input data) to take advantage of emerging approaches.

Among others utilizing deep learning technology, sequence-to-
sequence models have come a long way from its inception (e.g., Kurdi 
et  al., 2019; Pan et  al., 2019), which aims to produce plausible 
questions with minimal human intervention. From the baseline 
barebones sequence-to-sequence model Du et al. (2017) come up with 
a model which uses an encoder to take sentence level and paragraph 
level information and convert it to hidden vectors. Then the decoder 
takes the vectors from the encoder and creates hidden vectors to 
predict the next word. This approach is used to generate questions 
from text passages to measure reading comprehension. In this work, 
the authors realized that generated questions also included parts of the 
answer. To address this issue, Zhao et al. (2018) and Kim et al. (2019) 
proposed various sequence-to-sequence models that are answer aware 
(i.e., which takes an answer as additional information) and position 
aware (i.e., using distance between the context words and the answer). 
Similarly, Sun et al. (2018) addressed issues of unmatching words and 
unrelated copied context words using complex model.

Methods utilizing RNNs as sequence-to-sequence models to 
generate questions from sentences or passages (Du et al., 2017; Kim 
et al., 2019) are most common. However, RNN models suffer from 
long context/sequences, that is, performance of the models decreases 
when they are applied to paragraph level context. Chan and Fan 
(2019) showed that pre-trained language models can also be efficiently 
used to generate questions. By altering the architecture of one 
language model (i.e., BERT) to allow sequential generation of words, 
the authors demonstrated the ability of those models to produce 
appropriate questions from a paragraph context.

Methods used to evaluate generated 
items

Development of test specifications and producing items are the 
first steps of item development for operational purposes. Traditionally, 
items go through a very rigorous review process including multiple 
rounds of review and editing, they are also pilot tested, and their 
psychometric characteristics are evaluated, which include item 

difficulty, discrimination, and differential item functioning, for 
operational use (e.g., Haladyna and Rodriguez, 2013). The main 
promise of AIG is to reduce one-by-one item production and produce 
items in large quantities. Yet, another time-consuming part of item 
generation is reviewing and approving items for use in operational 
settings. Specifically, evaluation of the psychometric characteristics of 
automatically generated items is critical for the operational use in large 
scale educational settings. Therefore, it is important to have a 
systematic and automated evaluation of items generated by AIG.

The item model approach provides a more comprehensive method 
for the evaluation of AIG generated items. Those approaches include 
both qualitative and empirical methods. One qualitative approach is 
to mix the AIG items, traditional items, and then ask content experts 
to review the items to examine if the items are differentiable (e.g., Gierl 
and Lai, 2018; Pugh et  al., 2020). Empirical methods include 
examination of psychometric properties of the items using classical 
test theory, item response theory measures (e.g., Gierl et al., 2016; 
Attali, 2018; Blum and Holling, 2018; Embretson and Kingston, 2018), 
and similarity metrics (e.g., Gierl and Lai, 2013; Latifi et al., 2013). 
Among these methods, the evaluation of psychometric properties for 
multiple choice items is more established compared to other item 
types [e.g., most of the items in Attali (2018); Latifi et al. (2013)].

Neural net/deep learning approaches have more variety in relation 
to the evaluation of generated items; however, these evaluation 
procedures are still in their early stages and are less standardized. In 
addition to human evaluation of generated items, some studies use 
machine transformation evaluation metrics, such as Bilingual 
Evaluation Understudy (BLEU) or Metric for Evaluation of Translation 
with Explicit ORdering (METEOR) and text summary measures such 
as Recall-Oriented Understudy for Gisting Evaluation (ROUGE) to 
compare their approach with other AIG methods (e.g., Baghaee, 2017; 
Wang et al., 2018; Zhou and Huang, 2019). One study by von Davier 
(2018) used factor analysis, as an evaluation method, to show that 
dimensionality is the same for generated items. Another study, Fattoh 
et al. (2015) used confusion matrix measures (i.e., precision, recall, 
f-measure) to evaluate the prediction of item types (i.e., who, what, 
when etc. types), not the actual item created using AIG.

Conclusion

In this mini review, we  have shown that there are various 
approaches for item generation for assessment purposes. Similar to 
Kurdi et al. (2019) our review of the literature suggests that almost all 
the work conducted using AIG is experimental, not operational. 
However, it is hard to conclude that AIG is not commonly used in 
operational settings, as there is limited access to the methods used by 
testing organizations due to the privacy and confidentiality policies. 
There are a few well-known testing organizations that mention the use 
of AIG to produce operational items (e.g., Bo et al., 2020). We observed 
that most of the work specific to AIG in large scale assessments uses 
template or rule-based approaches as the primary method for creating 
item models from which to generate items (e.g., Gierl and Lai, 2018). 
They provide an advantage of creating items aligned well with the 
intended constructs. Yet, they are mostly used in subjects (e.g., math, 
medical assessments) where question types are more conventional 
(e.g., multiple choice, fill-in-blanks). There are a few exceptions where 
data driven methods such as deep learning and natural language 
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processing are employed (von Davier, 2019; Burke, 2020; Attali et al., 
2022). These models aim to generate questions/items with minimal 
human involvement, in the realm of neural networks and large 
pre-trained models. The use of neural-based models dominates state 
of the art question generation in various domains. In the last few years, 
pretrained large models significantly increased performance gains on 
many tasks. Researchers now leverage existing models to generate 
semantically coherent and fluent questions, which is critical in the 
context of educational assessments as digitalization in education 
continues to grow. However, it is important to reiterate that 
non-template data driven models still have a long way to meet the 
standards of quality expected in operational testing situations.

Automated/automatic item generation is a process, therefore the 
steps used in AIG are very important. While terminology is not 
common across fields or papers, it is helpful to understand two main 
stages of AIG (different approaches differ in the number stages): (1) 
the input stage (or encoder), and (2) the transformation stage 
(generation or decoder). Algorithmic generation approaches lead to 
scalable item development and produce large numbers of items. 
However, with the abundance of items, the next challenge becomes 
differentiation of high quality items. Evaluation of generated items was 
not provided in all the studies; however, for studies that did provide 
item evaluation there was high variation in evaluation approaches. 
Some of the evaluation approaches include: (1) blind review of both 
AIG items and traditionally developed items by expert panels (e.g., 
Khodeir et al., 2018; Pugh et al., 2020), (2) factor analysis to examine 
the internal structure (e.g., von Davier, 2018), (3) comparison of 
psychometric properties of AIG items with operational items (e.g., 
Attali, 2018; Embretson and Kingston, 2018), (4) examination of the 
similarity of generated items (using cosine similarity index, e.g., Gierl 
and Lai, 2013; Latifi et  al., 2013; Kaliski et  al., 2020), and (5) 
comparison of different models with the original text or human 
judgement using machine translation indices together with or without 
human evaluation (e.g., Wang et al., 2018; Chan and Fan, 2019; Zhou 
and Huang, 2019). The variety of AIG evaluation approaches included 
in the literature suggests that there is a clear need for more research in 
this area.

Over the years, increasing item demands have led to multiple 
approaches to automatically generate items. Various researchers and 
practitioners have helped AIG to be more consistent and established, 
but at the same time have increased its complexity. All approaches 
used for AIG still need to be  thoroughly tested to become well 

understood. Thus, this summary review suggests that the topic of 
automated/automatic item generation is wide and varied with its 
unique strengths and limitations as an assessment tool.
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