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Teaching advanced statistical 
methods to postgraduate 
novices: a case example
Gavin T. L. Brown *

Faculty of Education and Social Work, The University of Auckland, Auckland, New Zealand

Higher degree research students in education are largely underprepared for 
understanding or employing statistical data analysis methods. This is despite 
their need to read literature in their field which will indubitably include such 
research. This weakness may result in students choosing to use qualitative 
or interpretivist methodologies, even though education data are highly 
complex requiring sophisticated analysis techniques to properly evaluate 
the impact of nested data, multi-collinear factors, missing data, and changes 
over time. This paper describes a research methods course at a research-
intensive university designed for students in a thesis-only degree program. 
The course emphasizes the logic and conceptual function of statistical 
methods and exposes students to hands-on tutorials in which students are 
required to conduct analyses with open-access data. The first half of the 
12-week course focuses on core knowledge, normally taught in first-year 
probability and statistics courses. The second half focuses on introducing 
and modeling advanced statistical methods needed to handle complex 
problems and data. The course outline is provided along with descriptions 
of teaching and assessments. This exemplar functions as a potential model 
of how relative novices in statistical methods can be  introduced to a 
conceptual use of statistical methods to raise the credibility of research.
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Introduction

Education data are highly complex, being typically nested (e.g., students within classes 
within schools within districts, etc.), longitudinal (i.e., repeated measures that may or may 
not be equated), incomplete (i.e., many missing data points), and highly interconnected 
(i.e., multi-causal, multi-collinear). Thus, higher degree research (HDR) or doctoral 
students require advanced skills (e.g., psychometric test analysis, structural equation 
modeling, hierarchical level modeling, missing value analysis, or propensity score 
analysis) to properly analyse such data or even to read the literature in their field. Indeed, 
Dutt et  al. (2017, p.  15991) argue that educational data mining requires “machine-
learning, statistics, Data Mining (DM), psycho-pedagogy, information retrieval, cognitive 
psychology, and recommender systems methods and techniques,” thus increasing the 
range of technical data analytic skills doctoral students might need to read and/or perform 
to address educational issues.

A large proportion of HDR and doctoral students in education do not have strong 
backgrounds in statistics, probability theory, or data analysis. The emphasis in their 
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undergraduate training is heavily on relational skills needed to design 
curriculum, carry out instruction, offer pastoral care, and conduct 
evaluative practices. Professional practitioners, upon entry to 
postgraduate research will generally have worked and become 
experienced, competent professionals in fields that require high levels 
of interpersonal and social skills where ‘craft’ or experience-based 
knowledge is most highly prized (Leder, 1995; O'Brien, 1995; Labaree, 
2003; Eisenhart and DeHaan, 2005). This means that doctoral students 
in education tend to find quantitative methods daunting and difficult 
(Page, 2001) and few courses provide robust attention to statistics 
(Little et  al., 2003). Thus, most students “have had little or no 
undergraduate preparation in research design or data analysis 
(quantitative or qualitative) and lack knowledge of the epistemological 
foundations for social science research” (Brown, 2014, p. 70).

Many education faculties offer HDR and doctoral students 
opportunities to learn about a wide panoply of qualitative research 
methods, often consigning scientific design and statistical data 
analysis methods to a small proportion of the course. For example, the 
general research methods course textbook at this case study’s 
institution (Meyer and Meissel, 2023) contains one chapter to 
introduce the complete field of quantitative research methods (Meissel 
and Brown, 2023) and another three chapters refer to statistical 
methods, giving 4 out of 27 chapters or 15%.

However, research students, especially at the doctoral level, need 
training to understand and adjudge the suitability of using 
longitudinal, nested, and/or multivariate data. They need to be able 
to evaluate the psychometric properties of various measures they read 
about or select for their own empirical research. They need to 
understand the sub-discipline in which their own research will 
contribute. If that field has zero quantitative or statistical knowledge 
methods, then perhaps they do not need that knowledge. Nonetheless, 
without such knowledge students would not necessarily know how 
or why they do not use such methods. Thus, the challenge in this 
context is how to design a course that exposes doctoral and HDR 
students to sufficient knowledge that they can understand literature 
they have to read, select tools and methods for their own projects, 
and have some idea as to what kinds of methods are most likely 
required for their proposed research. As Albers (2017, p. 215) puts it:

Teaching quantitative data analysis is not teaching number 
crunching, but teaching a way of critical thinking for how to analyze 
the data. The goal of data analysis is to reveal the underlying 
patterns, trends, and relationships of a study’s contextual situation. 
Learning data analysis is not learning how to use statistical tests to 
crunch numbers but is, instead, how to use those statistical tests as a 
tool to draw valid conclusions from the data. Three major pedagogical 
goals that must be  taught as part of learning quantitative data 
analysis are the following: (a) determining what questions to ask 
during all phases of a data analysis, (b) recognizing how to judge the 
relevance of potential questions, and (c) deciding how to understand 
the deep-level relationships within the data.

Context

This case takes place at a research-intensive urban university that 
is globally ranked in the top 100 on the QS system. The doctoral 

program follows the UK-style doctoral program in being ‘thesis-only’ 
rather than the American model in which two years of coursework 
precede a comprehensive examination before students engage in 
thesis research. New Zealand allows doctoral students just 60 points 
(i.e., 4 courses of 24 h instruction) in the provisional year, meaning 
there is a small opportunity to provide intensive instruction prior to 
the full proposal students are expected to deliver at the end of 
12 months preparation for thesis field or lab work. Each candidate has 
two or more supervisors, though the norm is just two. Monthly 
meetings with supervisors are the norm who are given 50 h each to 
provide all supervision related work. This means there is little formal 
mechanism for students to learn new methods and content.

Within the university’s doctoral development program, hosted by 
the School of Graduate Studies, there is a framework for identifying 
topics that a student needs to consider throughout the academic 
journey1. These include understanding essential processes and 
regulations of being a candidate, navigating the research environment, 
developing research knowledge and skills, disseminating and 
influencing the field, learning to collaborate and lead, and preparing 
for a career beyond graduation. Under research knowledge and skills, 
there are extensive links on finding and managing information, 
learning software tools, and developing written communication skills. 
However, candidates are told that they need to explore and identify 
appropriate research approaches early in their candidature by 
participating in faculty specific seminars and workshops. In other 
words, the university does not set central requirements for 
methodological competencies nor provide central resources for 
learning those skills. It is up to supervisors to ensure that selected 
candidates have appropriate background or provide the training 
students need.

Within the first year of provisional candidature, students are 
expected to complete a 10,000-word proposal which is reviewed by 
two academics in the faculty. The candidate has to give an oral 
presentation and answer questions in vivo examination by the 
reviewers. In addition, students are expected to complete English 
language testing, academic integrity training, and multiple workshops 
hosted by the Library Services, Centre for eResearch and the School 
of Graduate Studies. The faculty has a large proportion of international 
students in the PhD program, in part because New Zealand has a 
strong commitment to the Chinese One Belt, One Road framework, 
resulting in many doctoral students in education from China. An 
interesting challenge for these students is that they expect, based on 
their local experience, to have coursework as part of their preparation 
for thesis research.

This paper describes a statistics course aimed at ensuring students 
have exposure to principles of statistics and advanced statistical data 
analytic methods. A major goal of the course is to ensure that students 
select appropriate methods for their proposals and can give a rationale 
for their selection. There is no expectation that by the end of the first 
year, students would know how to execute the methods, only know 
that they exist and have some confidence to judge the suitability of 
those methods for their proposed empirical research.

1 https://www.auckland.ac.nz/en/students/academic-information/

postgraduate-students/doctoral/doctoral-opportunities/doctoral-

development-framework/Using-the-DDF.html
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Curriculum development: what should 
students be taught?

The University of Auckland is a member of several international 
networks (i.e., World Universities Network, Universitas 21, and Asia 
Pacific Rim Universities). Funding was obtained from the University’s 
International Central Networks Fund that supports visits to institutions 
belonging to any of these three networks. That resulted in visits to Prof. 
Bruno Zumbo at the University of British Columbia and to Prof. Mark 
Gierl at the University of Alberta. At the University of Alberta, additional 
meetings were held with Dr. Okan Bulut on the same topics. The point 
of the visits was to determine essential elements of a curriculum for 
doctoral level skill and knowledge in statistics and probability.

In discussion with Prof. Gierl, he noted that in his PhD in the 
USA, he had taken a 12-week course on regression analysis alone. 
Upon reflection, we  agreed that the key concepts of regression, 
building on high school mathematics instruction, could be covered in 
2 h. While a great deal of useful detailed information on all the ins and 
outs of regression analysis were covered in the longer course, the key 
ideas of intercept, slope, and raw/standardized values could 
be communicated much more quickly, especially if students could rely 
on software to complete calculations rather than have to learn the 
formula and apply it manually.

In addition, focus group discussions were held at UBC with 
recently graduated doctoral students and with academic staff 
concerning methods curriculum, pedagogy, and evaluation practices. 
The roundtable discussion generated a list of minimal competency 
topics to cover, including:

 1 Describing the space of education data, which is naturalistic 
and complex without control, meaning that advanced 
nonexperimental techniques are needed (Shadish et al., 2002).

 2 Foregrounding the prevalence of error and uncertainty (Brown, 
2017) and the advantages of latent trait approaches 
(Borsboom, 2005).

 3 Looking at data (e.g., exploratory data analysis; Tukey, 1977) to 
describe, inspect, clean, impute missing values, and 
treat outliers.

 4 The linear model (Pearl, 2013; Fox, 2015) underlying 
regression, correlation, covariance, SEM, CFA, HLM, etc., 
meaning that assumptions of constructs, models, or data need 
to be understood, as well as principles around selecting and 
evaluating a model (e.g., Burnham and Anderson, 2004).

 5 Understanding the limitations of the null hypothesis 
significance test and the importance of effect size over p-values 
(Kline, 2004).

 6 Power issues related to sample size and effect size (Cohen, 1988).
 7 Understanding the need for confidence intervals 

(Thompson, 2007).
 8 Understanding the ‘so what’ significance or meaning of 

statistics, not calculations (Abelson, 1995).

Prior to approving the this course, a quick straw poll of currently-
enrolled doctoral students (n ≈ 30) at the University of Auckland 
generated a number of comments speaking to the importance of the 
course. Note that no further processing of the data was carried out; the 
current analysis was used to demonstrate the importance of the course 
to faculty doctoral students. Students noted the importance of having 
an understanding of statistics:

Absolutely! it has to go without saying you need to have statistical 
knowledge for almost any research you do. I struggled without this 
knowledge, and it consumed a lot of my PhD time to get to grips 
with the stats.

Yes absolutely - because I have very limited understanding about 
quant studies.

Yes, definitely. This was not something I  had access to in my 
undergrad degree and my Masters was a qualitative study only. Now 
my PhD study involves a mixed method approach, and I am out of 
my depth with the advance statistics required.

Yes, it is fundamental to complete a PhD research project.

Absolutely, I  will take this course that will be  very helpful for 
the research.

Yes. I feel this detailed instruction is missing at postgraduate level.

A number of students commented that this kind of material is 
missing in the faculty’s suite of methods courses available to 
postgraduate students. Situating methods instruction within the 
general discipline of education was also seen as a useful way of 
ensuring the methods made sense.

Yes. I think the faculty is lacking an intermediate-advanced statistics 
course and the proposed course could fill the gap.

Yes, because I have never learned stats or research methods from an 
education specialist. I had to go to the stats and maths department 
to learn it. So, it would be very useful to have a course in our faculty 
which gives relevant examples and implications for researching 
educational settings.

One student commented that because they had not experienced 
previous instruction in quantitative methods, they had to be  a 
qualitative researcher.

Yes. I  did not have any exposure to quantitative methods at 
undergrad, postgrad level. Now that I am at doctoral level, I do not 
feel adequately resourced if you like to engage in quant methods. 
Although I realize there are workshops, I can attend. Early days yet 
but so far have positioned myself as a qualitative researcher.

Another commented that although they were using qualitative 
methods, they would still want such material to be  available to 
students in education.

I would be interested, but likely give it a low priority, because it is so 
different from the methods I use in my research. But I’d be happy to 
know it was offered, because I  am  aware many others are 
very interested.
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This student feedback contributed to the Faculty’s decision to 
approve the course.

Course development: what happens in this 
course?

A new course, entitled Measurement and Advanced Statistics, was 
developed to introduce education postgraduate and doctoral students 
to the complicated problems of education and the complex models 
and sophisticated techniques that can provide probable answers. The 
course is attentive to the possibility that any model or result may 
be wrong but that it gives a starting point for understanding data and 
the real world represented by those data.

Figure  1 shows the sequential relationship imposed on the 
curriculum to focus on fundamental principles of probability in 
conjunction with methods to estimate these fundamental ideas. The 
course was devised around three key components: (1) principles of 
measurement, (2) statistical tools; and (3) technologies for carrying 
out components 1 and 2.

The course is based on attention to the assumptions and 
philosophy of measurement derived from psychometrics. 
Psychometrics, growing out “psychological scaling, educational and 
psychological measurement, and factor analysis” (Jones and Thissen, 
2006, p. 8), is “the disciplinary home of a set of statistical models and 
methods that have been developed primarily to summarize, describe, 
and draw inferences from empirical data collected in psychological 
research” (Jones and Thissen, 2006, p. 21). An essential assumption of 
psychometrics, derived from classical test theory, is that all measures 
contain error and are imperfect operationalisation of real-world 
phenomena (Novick, 1966). Thus, awareness of and attention to the 
degree of uncertainty in every result is a sine qua non starting point 
for teaching statistical methods. It leads to a need for techniques to 
estimate that degree of reliability or accuracy (e.g., standard error, 
standard error of measurement, confidence intervals, power 
estimation, etc.).

Furthermore, consistent with scientific approaches to 
knowledge, the theoretical basis of our hypotheses expressed in 
quantitative models of psychological entities may not be true, “but 
we will assume it recognizing that at some point in the future 
someone needs to investigate it” (Michell, 2008, p.  12). The 
inherent uncertainty in quantitative estimation of psychological 
and social phenomena produces what may “be truly meaningful, 
and not just statistically convenient…[and] might serve as a more 
effective and efficient pragmatic communication tool that 
represents a decidedly conscious compromise between cognitive 
fidelity, empirical feasibility, and utilitarian practicability” (Rupp, 
2008, p. 122).

While statistical methods generate uncertainty, the goal of 
analysis is not to just describe, but also to understand and explain 
how or why things happen in education. Consequently, even without 
full experimental control (Kim and Steiner, 2016), understanding 
causation and how it can be  approached within theoretically-
informed data analysis is necessary (Pearl and Mackenzie, 2018). 
That means that instruction has to move beyond the null hypothesis 
statistical test to estimating the size of effect (Kline, 2004) and the 
elimination of rival, alternative hypotheses (Huck and Sandler, 
1979). This last consideration requires the analyst to consider the 

possibility that “I might be wrong” and build into the design of the 
data collection and analysis systematic evaluation of whether 
alternative explanations that might defeat one’s preferred solution 
have merit. As Popper (1979) makes clear our goal in analysis is to 
find theory statements that have better correspondence to the facts 
and that requires testing alternatives, even those that we  find 
disagreeable. Thus, the scientific process of devising and testing 
hypotheses against empirical data is necessary to fulfill Abelson’s 
(1995) criteria for magnitude, credibility, and generalisability as 
necessary characteristics of research.

Having outlined the principles of measurement and statistics in 
six sessions (something that might be  covered in undergraduate 
probability or statistics courses), the course proceeds to touch on 
major methods used in analysing non-experimental data in the social 
sciences (Appendix A). My choice of these methods is informed by 
my own work as a psychometric test developer using large-scale 
survey data to explore curriculum achievement and psychological 
attitudes. Specifically, attention is paid to analysis of categorical data, 
linear correlation and regression, multilevel regression modeling, 
dimensionality analysis, structural equation modeling, and 
longitudinal data analysis. The goal in this rapid traverse of methods 
is to establish the conceptual logic behind the method, provide skills 
and knowledge in interpreting the results, and exposure to working 
with the method.

While the goal of the course is to embed familiarity with the 
principles and concepts of data analysis, the course provides 
opportunities to use software to implement the procedures. Open-
source data are obtained from my figshare account2 to provide 
students a chance to learn how to do the analysis. The data file has 
demographic variables, multiple-indicator, multiple cause self-report 
data, and test performance data.3 This means that almost all 
procedures documented in the course can be  tested with the one 
dataset, meaning students become familiar with the dataset through 
multiple exposures.

The university supplies free access to MS Excel and SPSS/AMOS 
systems for students while enrolled. However, because not all 
students will have access, post-graduation, to commercial statistical 
software, I  introduce them to the R software environment for 
several reasons: (1) it is free, (2) it was invented at the University of 
Auckland, (3) it is powerful, and (4) it has widespread acceptance. 
Because learning to write syntax is difficult, especially for relative 
novices, I take advantage of graphic user interface applications that 
mimic SPSS (i.e., Jamovi Project, 2022) but which are open-access 
interfaces that build on top of R (Abbasnasab Sardareh et al., 2021). 
Students find that jamovi’s feature of displaying results in APA 
format beside input commands a very helpful feature. Tutorials 
accompany each week’s lecture in a subsequent computer lab with 
a structured activity to mimic the instruction given in the lecture. 
Tutorials have been refined over several years with the input of 
GTAs with special acknowledgement to Dr. Anran Zhao4 and 
Rachel Cann5 who had both been students in the course prior to 
working as tutors.

2 https://figshare.com/authors/Gavin_T_L_Brown/1192740

3 doi:10.17608/k6.auckland.4557322.v1

4 https://nz.linkedin.com/in/anran-zhao-13382084

5 https://profiles.auckland.ac.nz/rachel-cann
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In terms of assessing student learning, there are (1) four short 
answer/multiple choice quizzes every 3 weeks testing material taught 
in that block, (2) credit for completing 10 tutorial lessons, (3) a 
critical reading of a published manuscript to identify design and 
method strengths and weaknesses at mid-term, and (4) a final 
assignment in which students replicate the analysis of one of my own 
published journal papers (‘Otunuku and Brown, 2007) using the data 
set, with commentary as to whether their results align with the 
published paper and if they differ as to why that may be. The final 
assignment requires students to:

 • organize data by selecting cases and variables;
 • conduct exploratory and confirmatory factor analysis;

 • calculate mean scores, analysis of variance, and effect sizes;
 • compute correlations;
 • conduct a block-wise regression analysis;
 • conduct a simple 3 factor structural equation model.

Mastering so much content in just 12 weeks is challenging for 
the novices enrolled in this course. I strongly recommend Field 
(2016) as an excellent introduction. Field embeds teaching of 
statistical reasoning and computation into a narrative about Zach 
trying to find out why Alice has left him (from Z to A!), illustrated 
with cartoons. This text is extremely accessible, well-crafted, and 
enjoyable for anyone with a sense of the absurd or enjoyment of 
science fiction stories.

FIGURE 1

Course outline showing proposed parts.
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Possible lessons

The point of reading a case study like this is to consider if 
anything can be learned for one’s own situation. It is a difficult task 
to predict what others who want to teach quantitative methods to 
higher degree research students in education might take from this 
paper because contexts are so different. This course is positioned 
within a doctoral thesis model that is thesis-only. This is a very 
different situation to doctoral programs that contain required 
coursework prior to thesis work, as is seen in the North American 
model of doctoral education. That means, although doctoral 
students are presumed to be ready in terms of content knowledge 
and methodology, they may lack competence in the advanced 
methods their research requires. Consequently, the current course 
is aimed at achieving conceptual clarity as to what methods suit best 
their design. It does not guarantee they can implement those 
methods, but rather that they have sufficient clarity and some 
experience using the method on which they can build. Instructors 
who want students to achieve mastery level will find this rapid 
overview approach, somewhat akin to a tasting menu, to be deeply 
unsatisfactory. That is always a compromise that instructors need 
to make—deep vs. wide. My own stance is that once students 
appreciate key principles of statistical data analysis they can make 
rapid progress on their own. Without a doubt, having a lab 
environment in which more senior students can coach juniors with 
the techniques they have already mastered is an important adjunct 
to student learning.

This approach avoids teaching formulae in favor of conceptual 
understanding (Albers, 2017). If, as Abelson (1995) argues, statistical 
methods are designed to estimate magnitude and generalisability and 
give credibility to arguments, students need to understand what the 
problem is that the statistic addresses. They need to know which 
alternative hypotheses are associated with the statistical test and 
method being used, otherwise it is possible statistics would 
be understood as a cookbook recipe without deep understanding of 
the question being addressed by the method.

Whether this course would fit in another context is difficult to 
predict. However, it seems certain key fundamental principles apply 
to ensuring relative novices at any level of higher education are able to 
grasp statistical methods. These include:

 1 The student needs to have a conceptual grasp of key 
statistical ideas (i.e., appreciating uncertainty and error, 
understanding the power of sample size on confidence 
intervals and p, and appreciating and estimating practical 
effect sizes).

 2 The student needs to be able to appreciate and use statistical 
methods as tools for eliminating rival hypotheses and 
addressing research questions, while acknowledging the 
complex mathematical processes underlying those concepts 
and the importance of appropriate sample size.

 3 The student needs opportunity to use real statistical 
software with real data in a scaffolded environment so that 
they can gain clarity about what the statistic does and how 
to operate open-source and user friendly software (e.g., 
jamovi, jasp within R).

Conclusion

This course has not been taken by many students, in part because 
it is only offered once per year, when I  am  available to teach it. 
Anecdotally, I can say that students seem to benefit from it. Most 
importantly, for me as a supervisor, it means that I do not have to 
teach the same topics individually to all my supervisees. I can assign 
them the course, knowing that they will have the beginning of 
understanding what it is they need to do and what my comments on 
their statistical thinking imply. I can conclude that after being run 
multiple times now, the course design seems to work. Students have 
to demonstrate conceptual and practical ability to conduct and think 
about data analysis. Even those qualitative researcher students who 
have taken or audited the course have gained a deeper appreciation of 
statistical methods. Perhaps, this approach demonstrates that less 
is more.
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