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Progress monitoring is a process of collecting ongoing samples of student

work and tracking performance of individual students over time. Progress

monitoring involves administering parallel sets of items to the same student

on a regular basis (at least monthly) that are sensitive to changes in the

student’s understanding based on instruction. The sets of items administered

over time should be parallel in difficulty so that differences in performance

can be attributed to differences in the student’s understanding as opposed

to variability in item difficulty across sets. In this manuscript, we describe an

approach to designing items that controls item-level variability by constraining

the item features that may elicit different cognitive processing. This approach

adapts the principles of Automated Item Generation (AIG) and includes

carefully designing test specifications, isolating specific components of the

content that will be assessed, creating item models to serve as templates,

duplicating the templates to create parallel item clones, and verifying that the

duplicated item clones align with the original item model. An example from

an operational progress monitoring system for mathematics in Kindergarten

through Grade 6 is used to illustrate the process. We also propose future

studies to empirically evaluate the assertion of parallel form difficulty.

KEYWORDS

progress monitoring (PM) measures, mathematics education, computational fluency,
instructional decision making, curriculum based measures

Introduction

Multi-tiered systems of support (MTSS) and data-based individualization (DBI)
represent systems-level frameworks in which instruction and assessment are integrated
into one coherent system with the goal of supporting positive outcomes for all students.
These frameworks provide systematic approaches to link assessment results with
classroom-level decisions to better align instruction with students’ needs (Choi et al.,
2017). Data from different assessments (e.g., universal screeners, diagnostic assessments,
progress monitoring measures) are associated with specific instructional decisions so

Frontiers in Education 01 frontiersin.org

https://www.frontiersin.org/journals/education
https://www.frontiersin.org/journals/education#editorial-board
https://www.frontiersin.org/journals/education#editorial-board
https://doi.org/10.3389/feduc.2022.940994
http://crossmark.crossref.org/dialog/?doi=10.3389/feduc.2022.940994&domain=pdf&date_stamp=2022-09-26
https://doi.org/10.3389/feduc.2022.940994
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/feduc.2022.940994/full
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/


feduc-07-940994 September 19, 2022 Time: 19:4 # 2

Ketterlin-Geller et al. 10.3389/feduc.2022.940994

as to provide teachers with guidance for interpreting student
performance. As data are interpreted and teachers make
decisions, they implement tiered instruction (e.g., Tier 1
Core Instruction, Tier 2 Intervention, Tier 3 Intensive
Intervention) using evidence-based practices. As a result of
implementing MTSS and DBI, teachers align students’ learning
needs as evidenced by assessment results with evidence-based
instructional practices to support positive outcomes for all
students (Powell et al., 2021).

A key decision underlying MTSS and DBI is determining
whether students are making adequate progress to reach their
learning goals (Ketterlin-Geller et al., 2019). The importance
of this decision cannot be overstated because it serves as the
key lever for changing students’ instructional opportunities.
If students are not making adequate progress toward their
learning goals, it is incumbent on teachers to responsively
change their instruction to better align with students’ learning
needs. Continually monitoring students’ progress during the
learning process provides teachers with the data they need to
make these decisions.

The progress monitoring process

In a typical mathematics classroom, teachers use various
approaches to monitor student learning including gathering
data from both formal (e.g., quizzes, projects) and informal
(e.g., questioning, noticing) sources. These data serve many
purposes within the instructional decision-making framework
such as identifying students’ prior knowledge, understanding
students’ reasoning, or examining their flexibility using various
representations or knowledge forms. Although these data help
teachers understand student learning, they have limited utility
for formally monitoring progress.

Within MTSS and DBI, formally monitoring progress refers
to a systematic process of collecting ongoing samples of student
work and tracking performance of individual students over time.
The student’s prior performance serves as the reference point
for evaluating changes in understanding. The student’s work
samples must be taken from item sets that are administered
over time. These item sets—sometimes referred to as progress
monitoring probes—may take on different forms (such as
reading passages, sentence completion), but in mathematics,
they typically resemble a traditional test with items arranged in
rows and columns on one or more pieces of paper. To monitor
progress over time, teachers need approximately 20 probes that
all measure the same construct and are of comparable difficulty
so that changes in performance can be attributed to changes
in student understanding, as opposed to variability in item
difficulty. These concepts grew out of the work on curriculum-
based measurement (CBM; Deno, 2003).

Research and development work on CBM as an approach
to monitoring progress in mathematics began over 35 years

ago, and has evolved considerably over the years (c.f., Fuchs,
2004; Dawes et al., 2022). Although a large concentration
of work has been done in elementary grades, CBMs have
extended into early grades mathematics (c.f., Fuchs et al.,
2007; Clarke et al., 2008) and secondary mathematics (c.f.,
Foegen et al., 2008). Mathematics CBMs most often measure
grade-level computational fluency expectations, but some
progress monitoring systems also include measures of students’
conceptual understanding and application (Foegen et al.,
2007). Recent research has explored the use of single-skill
computational fluency measures (c.f., VanDerHeyden and
Broussard, 2021; Dawes et al., 2022), yet more research is needed
to determine whether this approach provides meaningful
progress monitoring data over time (Fuchs, 2004). It follows
that the assessed content of many mathematics CBMs may not
represent the full depth and breadth of the grade-level content
standards; however, the assessed content should be predictive
of future outcomes and sensitive to small changes in students’
understanding. To facilitate progress monitoring decisions,
mathematics CBMs should be quick and easy to administer,
efficient to score, and be psychometrically sound (Fuchs,
2004). Progress monitoring systems available from vendors,
universities, or other resources have different characteristics
and features so the probes are only considered parallel if they
originate from within one progress monitoring system.

Tracking performance over time involves frequent
administration of progress monitoring probes and graphing
individual student’s data. The most common administration
frequency is weekly or every-other week, and no less frequently
than monthly (Gersten et al., 2009). To accommodate this
frequency within a school year, progress monitoring systems
need to have at least 20 parallel forms. A comprehensive
description of the data analysis and interpretation process
is outside the scope of this manuscript. In brief, data are
typically organized graphically for each individual student after
multiple progress monitoring probes have been administered
and teachers have a sufficient number of data points for making
reliable interpretations. The slope of the line is interpreted as
the student’s observed rate of growth. This rate is compared to
a goal rate that is typically established using published growth
rates and the student’s baseline score (see Jung et al., 2018
for research on the outcomes of different decision-making
rules). Because the student’s own performance serves as the
interpretive lens for evaluating change over time, progress
monitoring emphasizes growth and may facilitate positive
associations between effort and outcome.

Creating parallel progress monitoring
measures

As we have emphasized, multiple parallel forms of the
same construct are needed to monitor individual student’s
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progress over time. Historically, parallel forms have been
created and evaluated in one of two ways: (1) placing similar
items on forms that are statistically compared for consistency
(e.g., parallel form reliability), or (2) creating calibrated item
banks such that all possible items are on the same scale (e.g.,
computerized adaptive tests [CAT]). Both of these approaches
result in comparable scores across progress monitoring probes;
however, methodological issues and inconsistent content may
compromise the validity and reliability of these approaches.

Methodologically, these approaches require sufficiently large
validation studies to evaluate the comparability of the forms
and items. When statistically comparing forms for consistency,
there are two common methods. First, the reliability of
the alternate forms can be evaluated using a Classical Test
Theory approach. Each of the 20 forms are administered to
the same sample of students who are representative of the
target population. Cross-correlation matrices are generated
to evaluate the reliability of each parallel form. Second, a
statistical method can be used to create statistically parallel
forms of the same test called equating, which transforms raw
scores to scale scores that are comparable (Kolen and Brennan,
2014). Equating is a process that results in interchangeable
scores across multiple forms by statistically adjusting the scale
so that the scores from each form have the same meaning
when interpreted (American Educational Research Association
[AERA] et al., 2014). One approach to equating is called
common-subject equating, and uses a similar method as was
described for calculating parallel-form reliability in which each
of the 20 forms are administered to the same sample of
students (Kolen and Brennan, 2014). Data from these students
are used to adjust for differences in difficulty found across
forms. Although this is a viable approach for equating parallel
forms of some tests, given the 20 forms needed for progress
monitoring systems, these designs place a burden on the
students participating in the study.

Another way to create progress monitoring systems with
multiple parallel forms is by using a calibrated item bank, such
as a CAT. To create a CAT, items are typically calibrated using
item response theory (IRT) modeling. Hundreds of items are
needed to create an item bank sufficiently wide to reliably
measure students with a range of ability levels and to administer
20 parallel forms without repeated exposure of the same item.
All items need to be field tested using an equating designs
so as to place all items on the same scale. Depending on the
number of parameters being estimated, each item requires 250–
1,000 responses for accurate calibration (Rupp, 2003). Given
the large sample of students needed to calibrate the large set
of items, the costs and timeliness of this approach may be
prohibitive. As such, methodological issues limit the feasibility
of these approaches for creating parallel forms within a progress
monitoring system.

In addition to methodological issues associated with
statistical approaches to evaluating comparability of parallel

forms, the underlying assumptions of content comparability
may not be tenable. To support valid decision-making regarding
students’ progress, data should facilitate inferences about
students’ growth on consistently measured content standards.
If the content of the progress monitoring measures changes
over time, students may perform differently across forms
for reasons that are not necessarily related to learning the
targeted knowledge and skills. Two salient issues emerge:
(1) items may have similar difficulty statistics (e.g., p-values,
item difficulty parameters) but cover different content, and
(2) content differences may differentially impact students’
responding behaviors based on prior knowledge, exposure or
opportunity to learn the content, fluency across number ranges
and systems, etc. These differences may lead to increases
or decreases in students’ scores on the progress monitoring
probes that do not accurately reflect changes in understanding.
As such, teachers’ interpretations of growth (or lack thereof)
may be inaccurate, thereby jeopardizing the validity of their
decision making.

To illustrate the challenges of using item difficulty statistics
to evaluate comparability, consider the released items from the
Grade 4 National Assessment of Educational Progress (NAEP)
in Mathematics administered in 2017 presented in Figure 1.
Figure 1 displays two items from the “Number properties
and operations” domain within NAEP and the estimate of
item difficulty expressed as p-values (proportion of students
responding correctly to the total number of respondents).
Item 1 requires students to solve a multi-step problem in
context. Item 2 focuses on place value understanding, and
assesses students’ ability to identify the number represented
by a set of based-ten blocks. Even though these items assess
the same mathematical domain and the p-values indicate
comparable difficulty, they measure different mathematical
content that may elicit different levels of cognitive engagement
that impact individual student’s responding behaviors. As
such, aggregated statistics might mask differences in individual
student’s performance. In instances where these statistics are
used to determine form comparability for progress monitoring
probes, students may perform differently across forms that is
not due to growth.

Even when content is held constant, subtle differences
in wording or students’ opportunity to learn the content
may impact item difficulty. To illustrate these issues, consider
the following released items from the Grade 4 NAEP in
Mathematics that are designed to assess students’ ability to use
place value to determine the amount of increase or decrease
in whole numbers. Figure 2 includes two items and their
respective p-values as reported by NAEP. Both items require
students to identify by how much a given number would
increase if the value of a specific digit were changed. Item
1 was considerably less difficulty than Item 2 in that 62%
of the respondents answered correctly as compared to 36%
for Item 2. For Item 1, the distractors were selected roughly
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FIGURE 1

NAEP items with similar difficulty assessing number properties and operations. Source: U.S. Department of Education, Institute of Education
Sciences, National Center for Education Statistics, National Assessment of Educational Progress (NAEP), 2017 Mathematics Assessment.

FIGURE 2

NAEP items with different difficulty assessing place value. Source: U.S. Department of Education, Institute of Education Sciences, National
Center for Education Statistics, National Assessment of Educational Progress (NAEP), 2007 and 1992 Mathematics Assessments.
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equally with less than 15% of the respondents selecting any one
distractor; Distractor B was selected the least at 8%. For Item 2,
Distractors A and C were selected by 22% of the respondents,
and Distractor D was selected by 14% (6% of the respondents
omitted this question).

On the surface, these items appear to be very similar in
content and structure. Subtle differences in the wording of
the stem may have caused differences in the item difficulty
estimates as might have students’ opportunity to learn
these place-value concepts. Item 1 was operational in
2007, whereas Item 2 was operational in 1992. Given the
change in content standards and expectations in the 25-
year span between administrations, it is likely that changing
curricular expectations impacted students’ exposure to
these concepts. As this example points out, factors other
than the content and structure of an item may impact
item difficulty.

An emerging approach to creating parallel forms is using
automated item generation (AIG). The goal of AIG is “to
produce large numbers of high-quality items that require little
human review prior to administration” (Alves et al., 2010,
p. 2). Two approaches emerge within the AIG framework:
automatic and semi-automatic (Prasetyo et al., 2020). Automatic
AIG incorporates the use of natural language processing
for the generation of questions, answers, and distractors
simultaneously. For semi-automatic AIG, an expert develops
a stem of questions that can be adapted to create new items.
These new items can either be clones or variants. Clones
are similar items with comparable psychometric properties,
while variants possess different psychometric properties. Semi-
automatic AIG is primarily contained in three steps (Royal
et al., 2018). First, content experts create a cognitive map that
identifies the content for inclusion in the assessment; this serves
as the assessment blueprint. Next, the experts develop a template
or item model for the content. Lastly, a computer algorithm
combines various elements of content provided by the experts
to generate new items. In the context of creating progress
monitoring measures, AIG holds promise for generating parallel
forms; however, limited application of this technology exists
in this context.

In this manuscript, we describe an application of the
principles of semi-automatic AIG to create a progress
monitoring system in mathematics for students in Kindergarten
through Grade 6. Each grade included 20 parallel forms of
30–40 items on each form. The project described here followed
the general framework of semi-automatic AIG but employed
only humans in the development process. After specifying
the test blueprint, we created item templates that constrained
the test and item specification to isolate specific components
of the content that would be assessed by each item. These
templates were then used by item writers to create item clones
for 20 parallel forms. The goal for using this approach is to
support the inference that students engage with items on parallel

forms in comparable ways that are related to their present-level
of understanding.

At present, the items created through this process have not
been psychometrically evaluated to substantiate the claim that
they are parallel in difficulty. Once field testing data are available,
these sources of evidence can be combined to examine the claim
that the progress monitoring system can be used to monitor
growth in individual student’s understanding.

Illustrative example of mathematics
progress monitoring

The purpose of the progress monitoring system described
in this manuscript was to facilitate educators’ decisions about
students’ growth in the computations-based content standards
in Kindergarten (K) through Grade 6. Results from multiple
administrations of these probes would allow educators to make
inferences about changes in individual student’s computational
fluency on grade-level content standards. For the remainder of
this manuscript, we will refer to this project as the COMP-PM.

The following description illustrates the three phases of
the semi-automated AIG framework, as applied to develop the
COMP-PM: (1) specify the test specifications and blueprint,
(2) develop the template for item clones, and (3) automate the
item cloning process. We also present the validity evidence we
collected to evaluate the assumptions that the items are clones
and will result in parallel forms.

Phase 1: Specify the test specifications
and blueprint

Our first step in developing parallel progress monitoring
forms for the COMP-PM was to determine the test
specifications. Test specifications are intended to articulate
multiple aspects of the operational test including the
item and test format, number of items, scoring rules,
interpretive reference, and time limits, and should be
based on the intended interpretations and uses of the test
results (American Educational Research Association [AERA]
et al., 2014). Subsumed within the test specification is the
test blueprint, which details the content covered at the
test- and item-level.

To begin, we determined the computations-based
content standards that would be assessed on the progress
monitoring measures. For most grades, these standards were
clearly specified as fluency-based expectation. For example,
computational fluency is clearly expressed in the Grade 2
standard: Students are expected to recall basic facts to add
and subtract within 20 with automaticity. However, for
some grades, the computations-based expectations were
intertwined with other content standards. In Grade 3, for
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example, students are expected to use strategies and algorithms,
including the standard algorithm, to multiply a two-digit
number by a one-digit number. Computational fluency
expectations are expressed as students are expected to use
algorithms to multiply.

To identify the assessable content for the COMP-PM,
two experts in mathematics education closely examined
the state content standards to identify the computations-
based expectations by grade. The experts reviewed the
content standards to pinpoint individual skills that related
to computational fluency, and importantly, identified the
number range in which those skills would be applied. For
Kindergarten and Grade 1, two early numeracy constructs
were selected because of the predictive evidence with future
mathematics performance. A third expert reviewed the final list
of assessable content; any disagreements were discussed until
consensus was reached.

Next, key decisions related to the format of the operational
test were made using prior research on the design of CBM (c.f.,
Fuchs and Fuchs, 1997; Foegen et al., 2007). These decisions
included:

• Item format: Items are formatted as constructed response
to allow students to directly demonstrate their knowledge
and skills. Depending on the grade and alignment with
the content standards, items will be presented horizontally,
vertically, or both.
• Test format: Forms are created to allow ample room

for students to solve and record their response to each
item. In Kindergarten and Grade 1, forms are presented
horizontally to maximize space; each subtest is formatted
as a separate form. For grades 2–6, all items are formatted
vertically as one operational form with 30 items arranged
in six rows of five items each. Item arrangement is
intentional to vary the placement of items by content
representation and difficulty. Item difficulty will mirror a
normal distribution.
• Number of subtests and items per subtest: For Kindergarten

and Grade 1, two subtests each with 20 items are needed to
assess the selected content standards.
• Scoring rules: All items are scored dichotomously to

minimize scoring time and errors.
• Interpretive reference: Consistent with other progress

monitoring systems, scores on the COMP-PM will be
interpreted in relation to the student’s prior performance.
As such, no criteria or normative data are provided to aid
in interpretation.
• Time limits: The time constraints for administration are

needed to maximize students’ opportunities to demonstrate
their knowledge while still minimizing the impact of
administration on instructional time. Administration is
standardized across parallel forms so that students always
have the same amount of time.

Grade Administration Time

K 1 min each side

1 1 min each side

2 A total of 2 min

3 A total of 2 min

4 A total of 4 min

5 A total of 4 min

6 A total of 4 min

Using the assessable content and the test specifications, we
created a generalize test blueprint to identify the number of
items needed to assess each skill. The number of items associated
with each content standard was determined based on the relative
importance and priority of the skill within the grade. Figure 3
illustrates the test blueprint for Grade 5.

At the end of Phase 1, we had fully articulated the test
specifications for the operational progress monitoring system,
and detailed the content to be assessed. The test specifications
and test blueprint were reviewed by mathematics education
experts at the state education agency. Iterative refinements were
made based on their feedback.

Phase 2: Develop the template for item
clones

The next phase focused on creating the item templates from
which item clones would be generated. A unique item template
was needed for each of the 30–40 items per grade. Item templates
isolate specific components of the content that are assessed
by each item. The purpose of the item template is to specify
(and thereby constrain) as many factors as possible that could
cause students to engage with the items using different cognitive
processes. To the extent that these cognitive processes change
the elicited knowledge and skills, the resulting items may not be
clones. The goal of this phase was to create 20 clones for each of
the 30–40 items per grade so that the resulting 20 forms would
be parallel in both structure and content, with the intention of
being comparable in difficulty.

To begin, we created a fine-grained content matrix that
specified the detailed content that would be assessed by
each item. During this step, we dissected multi-component
content standards into subcomponents that could be a source
of variability in the items. For example, a Grade 5 content
standard specifies that students can multiply with fluency a
three-digit number by a two-digit number using the standard
algorithm. Variability in the value of the three-digit and two-
digit numbers may impact the difficulty of these items. As
such, for the fine-grained content matrix, we specified which
multiplicand was a multiple of ten. Figure 4 illustrates the
content matrix for Grade 5.
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FIGURE 3

Blueprint for Grade 5.

Also during this step, we assigned a specific number of
items to have low, medium, and high difficulty so as to include
a range of difficulty levels within the form. Difficulty was
determined by several characteristics, including the specific
numbers included, the number of steps needed to complete the
problem, the amount of information that needed to be retained
in working memory, and the number of components needed to
execute the algorithm.

To facilitate creating the unique item templates, we created
a form that included an algebraic representation of the item
in addition to constraints on the item to keep the difficulty
consistent across item clones. We also included space to explore
common misconceptions in the solving of the problem. The
purpose of including misconceptions was to capture common
misunderstandings students have for each concept. Data from
misconceptions may also provide diagnostic information in the
future. Misconceptions were drawn from literature and item
writers’ teaching experience. Figure 5 shows the item template.

We convened two meetings with 24 content-area experts
(e.g., teachers, instructional coaches) to develop 220 item models
across Kindergarten through Grade 6. Content area experts were
recruited from professional networks with local school districts.
Qualifications included:

• Bachelor’s degree or higher in mathematics, education, or
related field
• Three years teaching experience in the state in Grade(s) K-6
• Deep understanding of the state content standards
• Ability to accept and incorporate critical feedback

• Proficiency in Microsoft Word/Excel
• Ability to scan/upload files to an online repository
• Ability to adhere to tight timelines
• Experience with writing mathematics assessment items in

Grades K-6 (preferred)
• Extensive background in supporting elementary or middle

school teachers as a mathematics coach (preferred)

The purpose of these meetings was to train the content-
area experts on the purpose and procedures for creating each
item template and the corresponding item clones, and create all
item templates from which the item clones would be created
at a later date. During the meetings, we provided background
information on progress monitoring, plausible misconceptions
and errors, and factors that impact item difficulty. We also
reviewed the test blueprint and content matrix for each grade.
Then, we discussed item writing procedures and reviewed
the completed item template and three sample item clones
presented in Figure 6. We used the item template in Figure 6
to illustrate the importance of specifying the misconceptions
and being exhaustive in the constraints to support writing
item clones. For Item Clone 2, responses to Misconception
2 and 3 lead to the same answer. To provide diagnostically
relevant information, the misconceptions should lead to
different answers. For Item Clone 3, the response is only
two digits, which may impact students’ cognitive processing.
This led to a discussion about the sufficiency of the original
constraints, and resulted in updating the constraints to specify
that a > d+ 1.
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FIGURE 4

Content matrix for Grade 5.

After the initial group discussion, content-area experts were
divided into grade-level groups to write item templates. As
item templates were completed, they were evaluated by two
project team members and other content-area experts through
an extensive and systematic process. The primary review criteria
included alignment with the test blueprint and content matrix,

sufficiency of the constraints to maintain item difficulty, and
plausibility of the misconception. The Item Template was also
reviewed for alignment with the proposed difficulty level so
as to ensure distribution of item difficulties as specified in the
content matrix. Where needed, we modified items to maintain
item difficulties across the distribution. In instances where the
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FIGURE 5

Item model template.

two reviewers disagreed with the difficulty rating, the reviewers
discussed until consensus was reached.

As part of this initial review, the first three item clones
(labeled Item 1, 2, 3 in the Item Template in Figure 5) were
carefully examined. Each item clone was evaluated to verify
that it matched the constraints specified the Item Template
and elicited the same cognitive processes as the other item
clones. If the cognitive processes varied across clones, the clone
was modified to align with the constraints. If the constraints
were met but the item clone still elicited different cognitive
processes, the constraints in the Item Template were updated
to better control for variability in the cognitive processes. Some
item templates required multiple rounds of revision before
being finalized.

To gather content-related validity evidence, the finalized
item templates were reviewed by five external reviewers with
expertise in mathematics and special education, with a particular
emphasis on progress monitoring and/or curriculum based
measurement. Four of the external reviewers reviewed the item
templates for one grade; one external reviewer reviewed the item
templates for two grades. Qualifications to serve as an external
reviewer included:

• A doctoral degree in mathematics, education, or related
field;

• Five years of experience working in a teaching,
administrative, or university setting in their field;
• A deep understanding of mathematics content standards;
• Experience with writing mathematics assessment items in

Grades K-6; and
• Extensive background in supporting elementary or middle

school teachers, preferred.

During the external review process, each item template
was reviewed for alignment with the test blueprint and
content matrix, alignment with the difficulty level, feasibility
and sufficiency of the constraints, comparability of cognitive
processing, plausibility of the misconception, and likelihood
of generating 20 alternate forms. External reviewers provided
feedback for each criteria using a four-point Likert scale (1:
strongly disagree, 2: disagree; 3: agree; 4: strongly agree). For
any criteria that received a rating of 1 or 2, we requested written
rationale for their rating and recommendations to help improve
the item template.

Table 1 describes the percent agreement of the external
reviewers’ ratings across grades for each criteria. Experts agreed
or strongly agreed that 77–100% of the item templates aligned
with the content standards. Alignment to the assigned difficulty
agreement ranged from 57 to 95%. Agreement that the item
constraints would yield 20 comparable items ranged from 77 to
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FIGURE 6

Filled item model template.

100%. Agreement of the appropriateness of the misconceptions
ranged from 44 to 100% and agreement in the appropriateness
of the alternate responses ranged from 50 to 100%. The criteria
with the lowest level of agreement was misconceptions.

Using the external reviewers’ rationale and
recommendations for improvements, at least one project
team member reviewed and revised the item templates that
received a rating of 1 or 2 (strongly disagree or disagree). An
independent reviewer from the project team served as a verifier;
this team member reviewed the external reviewer’s feedback and
the revision to verify that the issue was adequately addressed.

TABLE 1 External review percent agree/strong agree.

Criteria K* 1* 2 3 4 5 6

Alignment to content
standards

100% 100% 77% 90% 93% 97% 100%

Difficulty alignment 93% 95% 77% 90% 73% 57% 77%

Constraints 100% 98% 80% 100% 87% 77% 83%

Comparable forms 0% 88% 100% 100% 83% 100% 100%

Misconceptions 44% 100% 100% 100% 100% 100% 100%

Alternate responses 58% 100% 97% 97% 50% 50% 90%

*Not all items had misconceptions/alternate responses.

Any discrepancies were reconciled with the original project
team member and/or the external reviewer.

At the conclusion of Phase 2, we had 220 unique item
templates across Kindergarten through Grade 6. Through
extensive and systematic internal and external review processes,
we reviewed and revised the item templates to verify that they
met the criteria. Content-related validity evidence supported
our claim that the item templates measured the content specified
in the content matrix and item clones would be comparable in
difficulty and elicit similar cognitive processes. As a result, the
item templates were used to initiate Phase 3 in which the item
clones would be created.

Phase 3: Automate the item cloning
process

The purpose of Phase 3 was to create 20 item clones
for each of the 220 item templates. As previously noted,
each item template included the algebraic form of the item,
constraints to maintain comparability of content, and cognitive
processes, possible misconceptions, and the corresponding
alternate responses, and three sample item clones. Constraining
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these features should result in item clones that are comparable
in difficulty. This template became the foundation for writing
the item clones. For Kindergarten and Grade 1, the narrowness
of the content specified on the item templates would not yield
20 item clones. A total of 4,180 item clones were written
during this phase.

All but one of the 24 content-area experts who participated
in Phase 2 created item clones as part of Phase 3. Each content-
area expert was assigned a set of item templates from which to
create item clones. The content-area experts were not assigned
an item template that they created. The item template was
revised to streamline the item writing and review process (see
Figure 7).

Prior to writing item clones, the content-area experts
received training on the process and procedures for writing
item clones. The training emphasized the importance of
duplicating the item template as closely as possible, noting
the need to align the item clones with the algebraic
form, constraints, and misconceptions so as to maintain
the same item difficulty level and elicit the same cognitive
processes. Examples and non-examples were used to model the
expectations and procedures.

To write the item clones, the content-area experts followed
the process presented in Figure 8. After reviewing the item
templates and the three initial item clones, the content-
area experts wrote 17 unique item clones to align with
the specified constraints. Once all 20 item clones were
written, they were peer reviewed by other content-area experts
to verify that all 20 matched the constraints and elicited
the same cognitive processes as the other item clones. If
an item clone varied in difficulty or was suspected of
eliciting different cognitive processes, it was flagged for
review and revisions. The content-area experts used this

input to finalize the item clones and submit for final review
by the project team. In some cases, multiple iterations of
revisions were needed before the completed set of 20 item
clones was approved.

At the conclusion of Phase 3, 4,180 item clones were
finalized for 220 item templates to be distributed across 30–40
operational forms for Kindergarten through Grade 6. To aid in
the placement of the items in the operational forms, we created a
form blueprint that aligned with the test specifications presented
earlier. The form blueprint is a schematic that documents where
the items are to be placed on the operational forms. Items
assessing similar content standards were dispersed across the
form. Item difficulty was also considered when distributing
the items and mirrored a normal distribution; the number of
most difficult items was greatest in the middle of the form.
The first row of items on every form did not include any
of the most difficult items. This placement was intentional
to allow students with varying ability levels to demonstrate
their knowledge, skills, and abilities, and was intended to
minimize anxiety.

Once the items were placed, the final forms across all grades
were reviewed. Item formatting was examined and content
cueing was considered to make sure students’ responses to one
item would not influence their responses to others. Once these
forms were finalized, they were used to create the final answer
key and student forms.

Discussion

The current paper describes the process of developing a
progress monitoring system in mathematics for students in
Kindergarten through Grade 6. We adapted a semi-automatic

FIGURE 7

Template for writing item clones.
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FIGURE 8

Development process for writing and verifying item clones.

item generation (AIG) approach to address methodological
and content-related issues with traditional approaches to
developing and validating progress monitoring systems. Using
AIG, items are developed based on an item template that
controls for variability in item difficulty. Controlling for item-
level variability is important in the development of progress
monitoring tools, which depend on items of comparable
difficulty across multiple forms. These comparable items
allow stakeholders the ability to monitor individual student’s
progress across the administration of the different probes of
the same construct.

In this manuscript, we describe the three phases of the
adapted AIG approach that we implemented. Throughout each
phase, we collected content-related evidence for validity and
made iterative improvements. During Phase 1, to verify the
alignment with the state content standards in mathematics,
the test specifications and test blueprint were reviewed by
mathematics education experts at the state education agency.
In Phase 2, the finalized item templates were reviewed by five
external reviewers with expertise in mathematics and special
education, with a particular emphasis on progress monitoring
and/or curriculum based measurement. They reviewed each
item template for alignment with the test blueprint and content
matrix, alignment with the intended difficulty level, feasibility,
and sufficiency of the constraints, comparability of cognitive

processing, plausibility of the misconception, and likelihood of
generating 20 alternate forms. Finally, in Phase 3, all of the item
clones went through a rigorous internal review by content-area
experts and mathematics education researchers. At each phase,
the quality was assessed and revisions were made to improve
the final items.

The approach described in the current paper does not take
the place of pilot or field testing and empirical evaluation of the
comparability of the forms. For the current research, we used
multiple reviews from experts to support the assumption that
item difficulty remained consistent across forms. However, a
limitation of the current research is the absence of psychometric
data to verify this assertion. For example, using pilot or
field test data, we need to analyze the comparability of items
across multiple forms to assess whether item difficulty is
maintained. Analyses could include comparing item difficulty
and discrimination parameters derived from IRT modeling or
analyses based in classical test theory. The results of these
analyses could help support the claim that these items measure
the same construct of computational fluency at the same
difficulty across forms.

Differences in difficulty across forms may be detected. In
these instances, forms can be equated to adjust for differences
in difficulty. To avoid the issues previously described with
the common-subjects method, a viable method for equating

Frontiers in Education 12 frontiersin.org

https://doi.org/10.3389/feduc.2022.940994
https://www.frontiersin.org/journals/education
https://www.frontiersin.org/


feduc-07-940994 September 19, 2022 Time: 19:4 # 13

Ketterlin-Geller et al. 10.3389/feduc.2022.940994

progress monitoring probes would be to embed a set of common
items (also known as anchor items) across each of the 20 forms
during pilot or field testing. Although a detailed description
of equating designs is beyond the scope of this manuscript,
equating via anchor items allows the forms to be administered
to different samples of students (see Hanson and Beguin, 2002
for a more detailed description of the common-item equating
design). Prior to operationalizing the progress monitoring
system, the anchor items should be removed from the forms.
One implication for this approach to creating parallel progress
monitoring probes is the resulting use of scale scores. To
facilitate teachers’ use and interpretation of progress monitoring
data, raw scores are typically computed and graphed. Using scale
scores would require teachers to use score conversion tables for
each form, which may impact their implementation.

Conclusion

In conclusion, this manuscript demonstrated the value of
using an adapted AIG process to facilitate rapid development
a progress monitoring system in mathematics. Content-related
validity evidence supported the claims that both content and
structure of the items were consistent across forms. Additional
empirical evidence is needed to substantiate these claims.
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