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Recognition of individual words serves as an initial basis for comprehension

of a written text; yet there are complex word-to-text (WTT) integration

processes underlying the comprehension. This study focused on two

components of WTT integration, that is, syntactic parsing and semantic

association, and assessed how syntactic and semantic network knowledge

differentially predicted two types of text comprehension (literal vs. inferential)

in second language readers. Participants were 229 adult learners of

English language as a foreign language at a Saudi University. A battery

of tasks was administrated to measure their reading comprehension,

syntactic knowledge (grammatical error correction), and semantic network

knowledge (semantic association), together with working memory and

vocabulary knowledge/size. Multiple regression analyses showed that both

syntactic and semantic network knowledge significantly predicted reading

comprehension (disregarding the type of comprehension), controlling for

working memory and vocabulary knowledge. Syntactic knowledge, as

opposed to semantic network knowledge, was a significant, unique predictor

of literal comprehension, whereas a converse pattern was found for

inferential comprehension.

KEYWORDS
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Introduction

Reading comprehension is a complex process which demands a number of processes
to be properly and simultaneously executed (Perfetti et al., 2005; Grabe, 2009). It
is “widely agreed to be not one, but many things,” and entails “cognitive processes
that operate on many different kinds of knowledge to achieve many different kinds
of reading tasks” (Perfetti and Adlof, 2012, p. 3). Reading comprehension involves
interaction between lower-order and higher-order processes (Kintsch, 1998; Perfetti
et al., 2005; Grabe, 2009). Lower-order processes include recognizing individual words
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and accessing their meanings. This initial basis is fundamental
to yet insufficient for comprehension because words need to be
integrated into the text (Fender, 2001; Grabe, 2009; Perfetti and
Stafura, 2014, 2015).

Word-to-text (WTT) integration is an ongoing process
where the meanings of individual words are continuously
combined into larger units of meaning at the phrase, clause, and
sentence levels and beyond (Fender, 2001; Perfetti and Stafura,
2014). Two key operations of WTT integration are underscored,
that is, syntactic parsing and semantic association (Zwaan and
Rapp, 2006; Grabe, 2009; Perfetti and Stafura, 2014). Different
WTT integration operations may have differential effects on text
comprehension, depending on the type of comprehension in
question. Syntactic parsing is primarily important “locally” for
establishing phrasal, clausal, and sentential meanings. On the
other hand, semantic association, while crucial for constructing
propositional meanings and establishing local coherence, can be
additionally important for building and maintaining coherence
beyond the clause and sentence levels, because semantic
propositions need to be connected, as text reading unfolds, to
form a larger network of information where inference is often
essential (Perfetti and Stafura, 2014; Oakhill et al., 2015).

In the second language (L2) reading literature, although
WTT integration is underscored for comprehension, compared
to syntactic parsing (Fender, 2001; Grabe, 2005), less attention
has been given to the semantic association, particularly in light
of recent theoretical insights into its importance for inference
generation and inferential comprehension (Perfetti and Stafura,
2014, 2015; Oakhill, 2020). Little research has aimed to test
how the knowledge that underpins different WTT integration
processes may be differentially important depending on the type
of comprehension. This study sets out to fill this gap and test
how syntactic and semantic network knowledge, controlling for
vocabulary knowledge/size and working memory, differentially
predict literal vs. inferential comprehension, focusing on adult
Arabic-speaking learners of English as a Foreign Language
(EFL).

Text comprehension: From word
recognition to word-to-text
integration

Kintsch (1988) in his seminal Construction-Integration
Model contends that text comprehension can be explained by
an interactive combination of top-down (knowledge-driven)
and bottom-up (word-based) processes. More specifically, the
process of text comprehension starts with the reader accessing
and integrating word meanings for establishing a text model,
and then the reader building a situation model through
activation of background knowledge and various inference
processes. To understand a text, the reader draws upon a

set of lower-order linguistic knowledge and skills to process
letters/phonemes, words, clauses, sentences, and pragmatic and
discourse structure information; in the meantime, they rely on
knowledge about the world to generate higher-order inferences
for integrating the text model to form a situation model (Perfetti
et al., 2005; Grabe, 2009; see, however, Perfetti and Stafura, 2014,
2015).

One of the lower-order processes is word recognition
(Perfetti, 1985; Nassaji, 2014). Although the definition of word
recognition can differ slightly in its specific context of use, in
written text comprehension it often refers to processing the
orthographic and phonological form of a word and accessing
its meaning. Comprehension of a text is impossible without
learners recognizing the words that make up the text and
knowing the meaning of those words (Perfetti and Adlof,
2012). Word recognition and vocabulary knowledge/size (i.e.,
knowledge of [partial] meaning of words) are important
predictors of reading comprehension (Grabe, 2009; Melby-
Lervåg and Lervåg, 2014; Nassaji, 2014). Vocabulary size, in
particular, is a strong correlate of L2 reading comprehension
as reported in recent research syntheses or meta-analyses (Jeon
and Yamashita, 2014; Choi and Zhang, 2020; Zhang and Zhang,
2020).

Important as they are, recognizing words in a text and
accessing their meanings are necessary but insufficient for
understanding that text. In both L1 and L2 reading, WTT
integration is important (Fender, 2001; Grabe, 2009; Perfetti
and Stafura, 2014, 2015). Yet, its mechanism and underlying
operations are not always clear in that the integration involves
a range of mental processes for combining words into larger
unit representations (phrase, clause, sentence, and beyond). The
literature has underscored syntactic (Fender, 2001; Grabe, 2009;
Raudszus et al., 2018) and semantic processing (Perfetti et al.,
2005; Perfetti and Stafura, 2014) as two major processes of WTT
integration, which interplay in comprehension (see Hagoort,
2013). Accordingly, readers need to possess both syntactic
and semantic knowledge, over and beyond the knowledge
that supports word recognition, for WTT integration and text
comprehension. Yet, theoretical accounts of how the two types
of integration or their knowledge underpinnings contribute
to text comprehension do not always converge, particularly
with respect to semantic integration and “intermediate-level”
inference generation (Perfetti and Stafura, 2014, 2015; see also
Oakhill et al., 2015), which is discussed in detail later.

Like other lower-order processes, WTT integration needs
to be executed efficiently for mental model construction.
The Memory, Unification, and Control framework emphasizes
the role of control processes, such as working memory and
inhibition, for the integration process to be achieved (Hagoort,
2013). Specifically, these control processes are necessary to
guide the unification of elements retrieved from the long-term
memory into larger units with new meaning. As words are
recognized incrementally in a sentence, they have to be held
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in working memory for integration to happen. Both syntactic
and semantic integration work within the constraints of working
memory (Currie and Cain, 2015; Raudszus et al., 2018). In fact,
working memory is a limited-capacity system that affects an
individual’s ability to carry out many processes associated with
text comprehension (Cain et al., 2004; Shin et al., 2019); and
it can be particularly important for inferential comprehension
(Alptekin and Erçetin, 2011).

Word-to-text integration:
Syntactic parsing and syntactic
knowledge

As words are recognized, they need to be combined into
phrasal and clausal units of meaning based on structural
information, a process often known as syntactic parsing (Fender,
2001; Grabe, 2005). The importance of syntactic processing
in comprehension can be easily seen in a situation where
grammatically important information such as word order
is missing. Compare, for example, “Broke antique washing
night the all the be man will vase dishes who” with “The
man who broke the antique vase will be washing dishes all
night” (Grabe, 2009, p. 29). This example highlights how the
word order is important to comprehend a text. In the first
sentence, word order was missing which could lead to a
miscomprehension of the meaning, while the other sentence
was easily understood. Other than word order, a number of
other types of syntactic information can affect WTT integration
and text comprehension, including, for example, argument
structure of verbs, tense, aspect, subject–verb agreement, case
markings, and articles. These types of information constitute “a
network of cueing systems” in text comprehension that provide
“a continuous lower-level stream of information that anchors
comprehension processing” (Grabe, 2009, p. 203). Syntactic
integration serves as a stepping-stone between word recognition
and text comprehension (Raudszus et al., 2018). To combine
words into larger units of meaning or construct semantic
propositions using the cueing systems (Fender, 2001), the reader
needs to possess various aspects of syntactic knowledge, in
addition to the knowledge that supports word recognition and
knowledge of word meanings (Grabe, 2005; Jeon and Yamashita,
2014).

In L2 reading research, there has long been an interest in
syntactic involvement in reading comprehension (Grabe, 2005).
Syntax was found to affect text readability (Crossley et al., 2008);
and syntactic modification improved text comprehension (Oh,
2001). Syntactic knowledge also distinguishes skilled L2 readers
from less skilled ones (Nassaji, 2003). Some studies on both
young and adult L2 learners also found that syntactic knowledge
explained individual differences in reading comprehension.
Raudszus et al. (2018), for example, found young L2 (and

L1 as well) Dutch readers’ syntactic integration (grammar
judgement) significantly predicted reading comprehension,
controlling for vocabulary knowledge and decoding. Likewise,
Shiotsu and Weir (2007) found syntactic knowledge significantly
predicted reading comprehension, over and beyond vocabulary
knowledge, in university learners of English in Japan. In
fact, recent meta-analyses or research syntheses showed that
grammatical knowledge is one of the strongest correlates of
L2 reading comprehension (Choi and Zhang, 2020; Jeon and
Yamashita, 2014).

What remains to be explored, though, is how syntactic
integration and other processes of integration (such as semantic
integration discussed in the next section) or their respective
knowledge underpinnings may differentially contribute to
reading comprehension. Given that syntactic integration is
primarily concerned with constructing phrasal, clausal, and
sentential meaning or local cohesion and coherence (Fender,
2001), syntactic knowledge may be primarily important for
generating an understanding of the literal meaning or what
is explicit in a text (i.e., literal comprehension), as opposed
to inferential comprehension, which is a deeper level of
comprehension where the reader needs to rely on additional
processes, such as semantic association discussed below, to read
“between the lines.” This issue has rarely been tested in the
L2 literature where there was a heavy reliance on more global
measures of comprehension for assessing the contribution of
different processes (see Choi and Zhang, 2020).

Word-to-text integration:
Semantic association and
semantic network knowledge

WTT integration also involves semantic processing where
comprehenders draw upon their knowledge of semantic
relations between words in the mental lexicon to integrate
word meanings and fill any semantic gaps for coherence
building (Perfetti and Stafura, 2014, 2015; Oakhill, 2020). In
native speakers as well as L2 learners, whenever words are
picked up and enter the mental lexicon, they are integrated
into a lexical network where associative links are established
with existing words in the network through various types of
semantic relations (Read, 2004; Meara, 2009; Aitchison, 2012).
These word associations or the semantic network serves as an
important basis for language comprehension.

In explaining how coherence is built and maintained
in text comprehension, the Reading Systems Framework
highlights that inference generation is not solely a top-down
knowledge-driven process (e.g., background knowledge; cf.
Anderson and Pearson, 1984) but involves some lexically-
driven processes initiated by lower-level recognition and
integration of words (Perfetti and Stafura, 2014; see also
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Oakhill et al., 2015). Perfetti and Stafura (2015) distinguished
between “the linguistically constrained implicit meaning” and
“the linguistically independent, reader-constructed implicit
meaning” to underscore the distinction between the two
processes. As words are recognized and their meaning activated
(i.e., the word identification system), they need to be integrated
into the ongoing context such as a sentence or a larger
discourse unit across sentences (i.e., the comprehension system).
This process is characterized by selecting context-specific
word meanings and integrating incoming words into the
current situation model and updating the model. This semantic
association process was observed in a number of ERP studies
by Perfetti and colleagues (e.g., Yang et al., 2007; Perfetti et al.,
2008).

The execution of the semantic process necessarily draws
upon the reader’s knowledge about semantic relations between
words or their semantic network knowledge. To construct
coherence between “A few bombs fell on the town” and “Luckily,
little damage was caused to property” through the integration of
the word “damage” to the previous situation model on bombing,
the “damaging” sense associated with bombing will need to
be activated (and held in the working memory), which means
the reader needs to know the associative link between bomb
and damage. Semantic association or network knowledge of
this kind is hence crucial for inference generation, construction
and maintenance of local as well as global coherence as text
reading unfolds. As Oakhill (2020) pointed out, “rich and well-
connected semantic representations of words will permit the
rapid activation not only of a word’s meaning but also the
meanings of related concepts;” and “many of the local cohesion
and global coherence inferences in the text depend on semantic
links between words in the text” (pp. 413–414).

The contribution of semantic network knowledge to
comprehension is sometimes studied under the name of
vocabulary depth (Ouellette, 2006; Cain and Oakhill, 2014;
Oakhill et al., 2015), which is distinct from vocabulary
breadth/size or the number of words with a (partial) meaning
known (Read, 2004; Schmitt, 2014). The semantic association
is also conceptualized as an important underlying component
of lexical quality (Richter et al., 2013; Oakhill, 2020). The
Lexical Quality Hypothesis (Perfetti, 2007) contends that high-
quality representations of lexical and sub-lexical features are
fundamental for comprehension. While lower-level skills that
support word recognition (e.g., phonological and orthographic
processing) and vocabulary knowledge/size are important for
comprehension, the “semantic constituent of lexical quality” or
vocabulary depth should also play a crucial role (Perfetti and
Stafura, 2014, 2015; Oakhill et al., 2015; Oakhill, 2020).

Empirically, a small but increasing body of research has
focused on semantic network knowledge (or however else
it is called such as vocabulary depth) as a predictor of
reading comprehension over and beyond word recognition
skills in monolinguals (e.g., Cain et al., 2004; Ouellette, 2006;

Tannenbaum et al., 2006; Cain and Oakhill, 2014) as well as
bilingual readers (e.g., Cremer and Schoonen, 2013; Spätgens
and Schoonen, 2018). In the L2 literature, there has been an
interest in how vocabulary size is important yet insufficient
for explaining individual differences in reading comprehension
and how vocabulary size and depth relatively predict reading
comprehension (e.g., Qian, 1999, 2002). Read’s (1998) Word
Associates Test (WAT), which incorporates syntagmatic and
paradigmatic associations between words, has been a popular
tool for measuring L2 learners’ vocabulary depth and studying
its contribution to reading comprehension (see Zhang and
Koda, 2017). In those studies, although the relative strength of
vocabulary size versus depth did not always converge (e.g., Qian,
1999; Zhang, 2012), semantic network knowledge measured
with the WAT or a similar measure usually significantly
predicted reading comprehension (e.g., Zhang, 2012; Cremer
and Schoonen, 2013; Zhang and Yang, 2016).

As noted earlier, what remains to be understood, however, is
how the knowledge underpinnings of different WTT integration
processes may be differentially important depending on the type
of comprehension. The Reading Systems Framework (Perfetti
and Stafura, 2014, 2015) underscores that at least some inference
is generated through the semantic integration process for
which lexical association or semantic network knowledge is
essential. In this respect, semantic integration, while necessary
for comprehension in general, may be particularly important for
inferential comprehension compared to syntactic integration.

Word-to-text integration operations
and types of textual comprehension

The components of word-to-text integration (i.e., syntactic
parsing and semantic association), based on the corresponding
aspects of linguistic knowledge, could contribute differently to
various reading tasks that are literal or inferential in nature.
As noted earlier, what remains to be understood, however, is
how the knowledge underpinnings of different word-to-text
integration processes may be differentially important depending
on the type of comprehension. The Reading Systems Framework
(Perfetti and Stafura, 2014, 2015; see also Oakhill et al., 2015)
underscores that at least some inference is generated through
the semantic integration process for which lexical association
or semantic network knowledge (or vocabulary depth) is
essential. In this respect, semantic integration, while necessary
for comprehension in general, may be particularly important for
inferential comprehension compared to syntactic integration.

The present study

Syntactic and semantic integration are both important for
L2 reading comprehension. The two operations are executed
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simultaneously and interact in reading comprehension. Yet,
to our knowledge, no published studies seemed to have
aimed to explore how their knowledge underpinnings may
have differential contributions depending on the type of
comprehension in question. The current study aimed to address
this gap and to generate new understandings concerning
the complex linguistic processes underlying L2 reading
comprehension. Furthermore, the findings would inform the
construction of a more comprehensive and accurate reading
comprehension model for L2 readers. Thus, the current study
assesses how syntactic and semantic network knowledge may
differentially predict literal and inferential comprehension, over
and beyond working memory and vocabulary knowledge/size
in adult EFL readers. It aimed to answer the following two
questions:

1. To what extent do syntactic knowledge and semantic
network knowledge, which respectively underpin the
syntactic and semantic process of WTT integration,
uniquely predict reading comprehension in adult L2
readers of English?

2. How do the two types of knowledge differentially predict
literal vs. inferential comprehension?

Method

Participants

Data were collected from 268 Arabic-speaking first-year
students in a female university in Saudi Arabia. Their age
ranged from 17 and 22 years old (M = 20 years). Thirty-
nine of them were excluded from the analyses reported later
because they missed one or more of the tests described below
due to random absence at testing sessions. At the time of
the study, the students, as per the university requirement,
were having a whole year of intensive English instruction
to further develop their proficiency, particularly English for
academic purposes, before they proceeded with disciplinary
learning through English-medium instruction from the second
year. They had learned English for at least six years through
school instruction before they entered the university, and
represented a range of undergraduate majors (Chemistry,
Computer Science, and Nutrition).

The quality of the findings of a study and the possibility
of generalizing results depend on the quality of the data. In
this research, to ensure data quality, a number of validity and
reliability aspects were considered. For example, the clarity of
instructions is fundamental for data quality and the validity
of the research findings. To ensure the clarity of instructions,
various procedures were followed, such as providing verbal
explanations of the tasks. In addition, the instructions were

given in both English and Arabic (the participants’ native
language) to ensure a full understanding of the questions.
Furthermore, a pilot study was conducted to refine some tasks
before they were administered to the participants, i.e., before the
actual data collection.

To fulfill the validity criterion, the internal content validity
of each method was evaluated to ensure that it adequately
covered the intended domain. The research adopted well-known
instruments that are firmly established and widely used in
the literature, making some adjustments to ensure they were
suitable for the study participants. Furthermore, the completed
versions of the data collection instruments were reviewed by
five native speakers of English and English instructors to check
the clarity of items. They were also reviewed by the research
supervisor, who is a professor in the field of language learning,
to check whether the measures adequately covered the areas to
be investigated with careful consideration of each item in the
measures. Subsequently, several suggested amendments were
made to different versions of each instrument.

The reliability of the measures was accomplished by
estimating the Cronbach’s alpha coefficient for each instrument,
with the acceptable value being no less than 0.6. Estimating
the Cronbach’s alpha coefficient values of each instrument
in the pilot study made it possible to ensure that the final
versions of the data collection instruments achieved reliability.
The precise Cronbach’s alpha values for each instrument are
provided as follows.

To ensure the professional appearance of the tests and the
clarity and suitability of the items for the purpose for which they
were developed, as well as the smoothness of the procedures, it
was essential to pilot the data collection methods and procedures
before starting actual data collection. In other words, piloting
would assure the validity, reliability, and feasibility of the data
collection methods and procedures. Moreover, piloting the
methods made it possible to estimate the average time needed to
complete each test. Therefore, a pilot study was conducted with
30 participants from the same target population but who did not
participate later in the study.

This phase was completed over four weeks for all
instruments. Following the completion of data collection in the
pilot study, the first author had a quick informal chat with
some of the participants, enquiring about the clarity of the
methods and any related issues. In response to the participants’
suggestions and answers, modifications were subsequently made
to the wording of some questions to improve their clarity, and
some items were added or deleted.

Measures

The participants completed a battery of paper-based tests on
a group basis that measured their vocabulary knowledge/size,
syntactic knowledge, semantic network knowledge, and passage
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comprehension. Group testing was divided into several short
sessions of 20–25 minu during an 8-week testing period.
A computerized test was also administered individually to
measure working memory. The instruments were piloted on 30
other first-year students who studied at the same university but
did not participate later in this study.

Reading comprehension
Gates-MacGinitie Reading Tests, Fourth Edition (Form

S) (MacGinitie et al., 2000) was used to measure reading
comprehension. This test was selected because it includes
different types of texts with separate questions for measuring
literal and inferential comprehension. Four reading passages
were selected from Level 5 of the test, based on our expert
knowledge of local students’ reading proficiency and the pilot
study. Of the four passages selected, two were informational
and the other were two narrative texts so as to have a balanced
representation of text types. Each passage was accompanied
by five or six multiple-choice questions, with a total of 21
questions (10 for literal comprehension and 11 for inferential
comprehension). This test was administered in two class
sessions, two passages in each session and each session for about
25 min. Participants received one point for a correct choice and
zero points for an incorrect or missing response. The Cronbach’s
α was 0.630. This could be relatively a low value of reliability
which could reflect the moderate level of English language
proficiency of the participants.

Syntactic knowledge
Syntactic knowledge was measured with a researcher-

developed grammatical error correction task. This measure
consisted of 15 lexically simple sentences where there was a
grammatical error in each sentence. Participants were asked to
first identify the part of the sentence, from three underlined
choices, that made the sentence ungrammatical and then correct
the identified part. For example, in This is the man which
house is on fire, which is the erroneous part, which can be
corrected to whose to make the sentence grammatical. This
measure covered various aspects of grammar such as subject-
verb agreement, verb tenses, irregular verbs, passive, relative
clauses, pronouns, prepositions, and word order. Following
Zhang (2012), participants received one point for a correct
error identification and an additional point for an appropriate
error correction, and zero points for incorrect answers and for
missing responses. The maximum score was 30. An example was
given, and instructions were given in both English and Arabic.
It took roughly 20 min for all students to complete this test. The
Cronbach’s α was 0.875.

Semantic network knowledge
Semantic network knowledge was measured with a multiple

choices task that tapped various semantic relations. Read’s
(1998) WAT is a well-known task to measure L2 semantic

network knowledge or vocabulary depth. Learners are basically
asked to identify the paradigmatic (i.e., synonyms) and
syntagmatic associates (i.e., collocates) of an adjective from a list
of adjectives and nouns. The original WAT, however, was not
used for this study, because many target words and choices were
unfamiliar to the participants, which would threaten the validity
of measuring knowledge of semantic relationships between
(known) words (see Zhang and Koda, 2017).

Consequently, we developed our own test, which consisted
of two separate sections focusing on the paradigmatic and
syntagmatic association, respectively. The first section consisted
of three groups of five items (a total of 15 items), which focused
on synonymy, antonymy, and hyponymy, respectively. In each
item, a target word (adjective, noun, or verb) was followed
by four candidate associates, one of which was a synonym,
antonym, or hyponym of the target word. For example option:
choice, unit, answer, chance. The second section also consisted of
15 items. For each item, participants were asked to select a word
that best collocates with the word in the prompt. For example,
__ line: high, long, tall, large. Each correct choice received one
point; an incorrect or missing response received zero points.
Examples were given and instructions were in both English
and Arabic. The maximum score possible was 30. The task was
completed by the participants in approximately 20 minutes. The
Cronbach’s α was 0.898.

Vocabulary knowledge
To statistically model the contribution of syntactic and

semantic network knowledge to reading comprehension, it
is important to control for readers’ knowledge of individual
words, as vocabulary knowledge/size is a strong correlate of
reading comprehension (Jeon and Yamashita, 2014). Vocabulary
knowledge was measured with an abridged version of the
Vocabulary Levels Test (VLT) (Schmitt et al., 2001). The test
for this study covered only four levels of word frequency: 1,000,
2,000, 3,000, and 5,000. For each frequency level, six items were
randomly sampled. Each item consisted of a list of six words
and three meaning choices. Different from the original VLT,
the three meaning choices were translated and presented in
Arabic. Participants were asked to select a word to match each
meaning choice. The maximum score possible was 72. This test
was administered in one class session. Participants were given
20 min to complete it. The Cronbach’s α was 0.949.

Working memory capacity
Working memory was measured with a computer-based

digital span task and later included as a covariate in regression
analysis. The test was administered individually to participants
on a laptop computer in a quiet space on the university campus
and run on PsychoPy 3.0 (Peirce et al., 2019). It consisted of 20
numerical sequences: 10 for forward span and 10 for backward
span. For the forward span items, participants were asked to
decide, as quickly as possible, whether a digit sequence presented
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on the computer screen was the one they saw earlier and in the
given order. Likewise, for the backward span items, they were to
decide whether a digit sequence was the one that they saw earlier
but had the order reversed. Responses were made by pressing
“Yes” or “No” marked on the keyboard. For both types of span,
there were five sets of random numerical digits increasing in
length of the sequence. It started with two-digit sequences and
ended with six-digit sequences. Each set consisted of two items:
one with the order matched and the other with the wrong order.
Both reaction times (RTs) and Yes/No responses were recorded.
The Cronbach’s α was 0.754 based on response accuracy.

RT was calculated as the interval between the onset of an
item appearing on the computer screen and the time of Yes/No
being pressed. Participants began the test by seeing a digit
sequence appear in the center of the computer screen for a fixed
rate of 1.000 ms. Upon the offset of the stimulus sequence, a
question, together with a digit sequence, appeared on the screen
that asked the participants whether the current digit sequence
matches, in order or reserve order, the stimulus sequence they
saw earlier. The pressing of a Yes/No key automatically activated
the next item. If no key was pressed for an item after a certain
period of time (which was tailored for each item based on the
pilot, but generally ranged from 1,000 to 2,000 ms), the item
would automatically disappear, and the next item would appear.

To calculate the right RTs for analysis, we relied on the RTs
of correctly answered items. We recorded the RT of a missed
or wrong decision as missing. Then we calculated the mean RT
for each item. An RT that was above or below the item mean by
two or more standard deviations was considered to be an outlier
and further recoded as missing. This was followed by computing
the mean RT of correctly answered items for each participant.
Finally, to accommodate the rate of correct responses, a raw
RT was replaced by an Inverse Efficiency Score (IES), which
was calculated for each participant by having the raw mean RT
divided by the percentage of correct responses (Townsend and
Ashby, 1983). In other words, participants with a low RT but a
low accuracy rate were penalized for the low accuracy.

The data were analyzed primarily through bivariate
correlation hierarchical regression. The analysis was completed
using the IBM SPSS Statistics 26 program. A separate SPSS
data file was created that included all the focal variables of
the study. The focal variables were reading comprehension,
lexical knowledge, sub-lexical/morphological knowledge, lexical
processing efficiency, sub-lexical/morphological processing
efficiency, and working memory. In each data file, cases with
missing values were excluded from the analysis. In other words,
only cases that had a score for all focal variables were retained
in the dataset for analysis.

Some descriptive analysis, including the estimate of means,
standard deviations, skewness, and kurtosis was conducted.
Then, the bivariate correlations were calculated, followed by a
set of hierarchical regression analyses. In all regression analyses,
working memory was entered first into the regression equation

as a covariate because this was one of the core aspects of
data collection employed in the study. This was followed
by the predictors in different orders. To explore the unique
effects of the predictors, the orders of the linguistic processing
predictors were adjusted.

Results

Descriptive statistics and bivariate
correlations

As shown in Table 1, overall, the measures were all normally
distributed as the skewness and kurtosis estimates were below
the rule-of-thumb values (i.e., ±2) for univariate normality.
Their reliability was also good or acceptable. The accuracy
rate and raw RT are both presented for working memory,
but it was the IES RT that was used for subsequent analyses.
Based on the percentage of correct answers, the participants,
perhaps unsurprisingly, performed significantly better on literal
comprehension than inferential comprehension (t = 5.240,
p < 0.001).

Table 2 shows the bivariate correlations between all the
variables. To highlight, reading comprehension correlated
significantly with all other variables, including both syntactic
knowledge (r = 0.476) and semantic network knowledge
(r = 0.605), both ps < 0.001. Literal and inferential
comprehension correlated significantly (r = 0.498, p < 0.001);
and the correlations of both with other variables were significant
as well, except that between working memory and inferential
comprehension (r = -0.104). Syntactic knowledge correlated
significantly with both types of comprehension: rs = 0.422 and
0.402 for literal and inferential comprehension, respectively
(both ps < 0.001). Semantic network knowledge also correlated
significantly with literal (r = 0.517) as well as inferential
comprehension (r = 0.530), both ps < 0.001. Overall, while
semantic network knowledge had slightly stronger correlations
with both types of reading comprehension than did syntactic
knowledge, the pattern seemed more salient for inferential
comprehension.

Contribution of word-to-text
integration components to reading
comprehension

Three sets of hierarchical regression analyses were
performed to examine the unique contribution of WTT
integration components to reading comprehension and its sub-
levels (literal and inferential). In each set of analyses, a baseline
model was first created to control for the effects of working
memory and vocabulary knowledge. Syntactic knowledge
and semantic network knowledge were then added to the
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TABLE 1 Measures and descriptive statistics.

N Mean SD Rel. (α) Skewness Kurtosis

Statistics Std. error Statistics Std. error

Reading comprehension 21 8.17 3.43 0.630 0.479 0.154 –0.161 0.306

Literal comprehension 10 4.24 1.99 – 0.258 0.154 –0.334 0.306

Inferential comprehension 11 3.92 1.97 – 0.481 0.154 –0.030 0.306

Working memory (accuracy) 20 14.02 3.73 0.754 –1.110 0.151 1.740 0.300

Working memory (raw RT) – 1988.3 320.7 – –0.079 0.152 –0.046 0.302

Vocabulary knowledge 72 37.87 14.51 0.949 0.320 0.151 –0.490 0.300

Syntactic Knowledge 30 14.6693 6.53 0.875 0.505 0.154 –0.664 0.306

Semantic network knowledge 30 16.9641 7.21 0.898 0.052 0.154 –0.1.096 0.306

N = number of test items; SD = standard deviation; Rel. (α) = Reliability (Cronbach’s α).

TABLE 2 Bivariate correlations between all measured competences.

1 2 3 4 5 6 7

1 Reading comprehension –

2 Literal comprehension 0.867*** –

3 Inferential comprehension 0.864*** 0.498*** –

4 Working memory –0.168** –0.186** –0.104 –

5 Vocabulary knowledge 0.626*** 0.543*** 0.542*** –0.198*** –

6 Syntactic knowledge 0.476*** 0.422*** 0.402*** –0.225*** 0.540*** –

7 Semantic network knowledge 0.605*** 0.517*** 0.530*** –0.267*** 0.822*** 0.555*** –

*p < 0.05, **p < 0.01, ***p < 0.001.

model consecutively. To determine any distinct contribution
of the two knowledge components for WTT integration, the
order of entry for semantic network knowledge and syntactic
knowledge was switched.

As shown in Table 3, working memory significantly
predicted reading comprehension (p = 0.011). Controlling for
working memory, vocabulary knowledge explained a substantial
amount of variance in reading comprehension (p < 0.001).
Together, these two control variables accounted for about 38.9%
of the variance in reading comprehension. Over and beyond
the two control variables, syntactic knowledge significantly
predicted reading comprehension (p = 0.002), adding about
2.5% to the variance explained. As the last variable added to the
regression equation, syntactic knowledge contributed an extra
1.5% of the variance in reading comprehension (p < 0.016).
A similar pattern was observed when the order of entry
for syntactic and semantic network knowledge was switched.
Syntactic knowledge entered as the last step significantly
explained an additional 1.7% of the variance in reading
comprehension (p = 0.010) after accounting for the effects
of working memory, vocabulary knowledge, and semantic
network knowledge. Altogether the four predictors explained
over 42% of the variance in reading comprehension. Overall,
it can be concluded that both WTT integration components
were a significant, unique predictor of reading comprehension,
although the effect size for both appeared small after the

effects of vocabulary knowledge and working memory were
concurrently considered.

Contribution of word-to-text
integration components to literal vs.
inferential comprehension

As shown in Table 4, the effect of both working memory
and vocabulary knowledge on literal comprehension was
significant. These two covariates in total explained about
29.5% of the variance in the criterion variable. Over and
beyond these covariates and syntactic knowledge, a significant,
unique effect of semantic network knowledge did not surface
(p = 0.130). It only explained about 0.7% of the variance
in literal comprehension. On the other hand, controlling for
all the other three variables, syntactic knowledge explained a
small but significant amount of variance (about 1.5%) in literal
comprehension (p = 0.026).

Table 5 shows the result of the regression analysis for
inferential comprehension. Working memory was not a
significant predictor. The effect of vocabulary knowledge,
however, was significant; it explained about 28.3% of the
variance in inferential comprehension. Unlike when literal
comprehension was the criterion variable, semantic network
knowledge explained a small but significant additional
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TABLE 3 Unique contribution of each WTT integration component to reading comprehension.

Steps Predictors R2 Adjusted R2 1 R2 p

1 Working memory 0.028 0.024 0.028 0.011

2 Vocabulary knowledge 0.394 0.389 0.366 0.000

3 Semantic network knowledge 0.418 0.410 0.023 0.003

4 Syntactic knowledge 0.435 0.424 0.017 0.010

3 Syntactic knowledge 0.420 0.412 0.025 0.002

4 Semantic network knowledge 0.435 0.424 0.015 0.016

TABLE 4 Unique contribution of each WTT integration component to literal comprehension.

Steps Predictors R2 Adjusted R2 1 R2 P

1 Working memory 0.034 0.030 0.034 0.005

2 Vocabulary knowledge 0.301 0.295 0.267 0.000

3 Semantic network knowledge 0.314 0.304 0.012 0.044

4 Syntactic knowledge 0.329 0.317 0.015 0.026

3 Syntactic knowledge 0.322 0.313 0.021 0.009

4 Semantic network knowledge 0.329 0.317 0.007 0.130

TABLE 5 Unique contribution of each WTT integration component to inferential comprehension.

Steps Predictors R2 Adjusted R2 1 R2 p

1 Working memory 0.011 0.007 0.011 0.116

2 Vocabulary knowledge 0.293 0.287 0.283 0.000

3 Semantic network knowledge 0.317 0.308 0.023 0.006

4 Syntactic knowledge 0.327 0.315 0.010 0.065

3 Syntactic knowledge 0.311 0.302 0.017 0.018

4 Semantic network knowledge 0.327 0.315 0.016 0.021

amount of variance (about 1.6%) in inferential comprehension
(p = 0.021), over and above the two covariates and syntactic
knowledge. When syntactic knowledge was the last predictor
entered into the regression model, a significant, unique effect
did not surface (p = 0.065); and the proportion of additional
variance explained was very little.

Discussion

Contribution of word-to-text
integration components to reading
comprehension

To answer the first research question, disregarding the
type of comprehension, both syntactic and semantic network
knowledge were significant, unique predictors of reading
comprehension. Their unique effect was assessed with the
control of vocabulary knowledge/size and working memory,
particularly the former, which has been found to be a strong
correlate of L2 reading comprehension (Jeon and Yamashita,
2014; Zhang and Zhang, 2020) and also explained a substantial
amount of variance in reading comprehension in this study.
Both syntactic and semantic network knowledge explained a
small but significant amount of unique variance in reading
comprehension. This finding was not a surprise, given that the

two types of knowledge underpinned distinct WTT integration
processes, both of which are theoretically essential, and thus
need to be simultaneously in place, for constructing the meaning
of larger units (clausal, sentential, and beyond), over and beyond
word recognition and knowledge of word meanings (Fender,
2001; Grabe, 2009; Nassaji, 2014; Perfetti and Stafura, 2014).

This finding also corroborates previous studies that showed
the importance of syntactic knowledge (e.g., Shiotsu and Weir,
2007; Raudszus et al., 2018) as well as vocabulary depth
knowledge (Qian, 2002; Zhang and Yang, 2016) in L2 reading
comprehension. Additionally and more importantly, it extends
the literature where there was a particular interest in comparing
the contribution of vocabulary (size) vs. grammatical knowledge
on the one hand (e.g., Shiotsu and Weir, 2007; Zhang, 2012;
see Choi and Zhang, 2020 for a review), and that of vocabulary
size vs. depth on the other in L2 reading comprehension (e.g.,
Qian, 1999, 2002; Zhang, 2012; see also Zhang and Zhang,
2020). The present study contributed to that body of literature
through a distinct perspective. We distinguished between word
recognition and word-to-text integration processes in text
comprehension. We acknowledged that word recognition and
knowledge of individual word meanings (i.e., vocabulary size)
are fundamental to propositional meaning construction and text
model construction, yet also pointed out the insufficiency of
these lower-order processes in text comprehension (Kintsch,
1998; Perfetti et al., 2005; Grabe, 2009). The comparison
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between syntactic and semantic WTT integration or syntactic vs.
semantic network knowledge has provided a new perspective on
studying the contribution of linguistic processes to larger unit
meaning construction and L2 reading comprehension beyond
the basic process that concerns individual words (see also
Nassaji, 2003).

Differential contributions to literal vs.
inferential comprehension

In addition to the aforementioned distinct perspective, the
present study addressed another notable niche, that is, we
distinguished between literal and inferential comprehension
and explored how the knowledge underpinnings distinct
WTT integration processes differentially contributed to reading
comprehension depending on the type of comprehension. To
answer the second research question, controlling for working
memory and vocabulary knowledge, syntactic knowledge, as
opposed to semantic network knowledge, significantly predicted
literal comprehension, whereas, for inferential comprehension,
a converse pattern was found.

As noted in the review of literature, previous studies relied
heavily on global measures of L2 reading comprehension (see
Alptekin and Erçetin, 2011; Li and Kirby, 2014; Zhang and Yang,
2016 for a few exceptions), which has restricted understanding
of the complexity of component processes that interplay in
text comprehension. The unique contribution of syntactic
knowledge for literal comprehension, which concerns the
understanding of messages explicitly presented in a text, seems
quite reasonable because structural information is essential for
word integration (Grabe, 2005, 2009). The fact that semantic
network knowledge did not surface as a significant predictor
of literal comprehension, after controlling for vocabulary
knowledge/size and syntactic knowledge, seems to match exactly
recent new perspectives on how semantic association functions
in text comprehension (Perfetti and Stafura, 2014, 2015; Oakhill,
2020). That is, the process of integrating words into ongoing
context plays an important role in inference generation and
continuous construction of coherence as text reading unfolds.

This is exactly what the finding of the present study
showed for inferential comprehension, that is, semantic
network knowledge, as opposed to syntactic knowledge,
uniquely and significantly predicted inferential comprehension.
Models of text comprehension generally underscore high-order
inference as a knowledge-driven process. For example, in the
Construction-Integration model (Kintsch, 1998), word-level
processes are for text model construction, and world knowledge
is integrated to generate inferences and construct the situation
model. Based on neurocognitive evidence, Perfetti and Stafura,
2014, 2015 proposed that there is some lexically-driven process
(i.e., words being continuously integrated into ongoing context
and modifying, updating, or “fine-tuning” the situation model

for construction and maintenance of coherence) that possibly
interacts with the knowledge-driven process for inference
generation and situation model building. In this respect, the
unique contribution of the “semantic constituent of lexical
quality” (Perfetti and Stafura, 2014, 2015), which was measured
in the form of semantic network knowledge in the present study,
to inferential comprehension was not unexpected.

One may argue that, as semantic network knowledge
measures vocabulary depth and some studies in the L2 literature
have shown the importance of vocabulary depth to reading
comprehension (e.g., Qian, 1999; Zhang and Yang, 2016),
the findings reported in this study may not be particularly
interesting, despite the new perspective through the lens of
WTT integration. However, we would emphasize that it was
exactly the lens of WTT integration and the focus on inferential
comprehension that made the present study important and the
findings interesting. Although a small but increasing number of
studies have confirmed the importance of vocabulary depth (or
semantic network knowledge such as measured with the WAT;
Read, 1998) in L2 reading comprehension (see Zhang and Koda,
2017), what remains puzzling is how this depth knowledge is
uniquely important, over and beyond vocabulary size (what the
VLT intended to measure in the present study). Oftentimes, a
study that aimed to compare vocabulary size vs. depth in reading
comprehension was framed primarily through differentiating
the different dimensions of vocabulary knowledge (e.g., Zhang,
2012; Zhang and Yang, 2016) rather than aiming to first
and foremost theoretically delineate how (distinct) lexical
processes drive text comprehension. In this respect, Perfetti
and colleagues’ Reading Systems Framework (Perfetti and
Stafura, 2014) as well as their emphasis on lexical quality and
comprehension (Perfetti, 2007), although contextualized in L1
reading, have much to inform understandings about L2 reading
comprehension, particularly semantic association/vocabulary
depth and inferential comprehension. These important
theoretical insights have underpinned some recent empirical
work on L1 reading (e.g., Richter et al., 2013; Cain and Oakhill,
2014; Segers and Verhoeven, 2016); yet their influence in
L2 reading comprehension research is only beginning to be
visible (e.g., Raudszus et al., 2018). The present study thus
extends the current body of research in light of its focus
on WTT integration and different types of comprehension,
particularly the significance of semantic integration and
inference generation for explaining any empirical relationship
between vocabulary depth and L2 reading comprehension.

Limitations and future research

This study was a modest effort to explore WTT integration
processes and their differential contribution to literal and
inferential comprehension, hence not without limitations. For
example, we only focused on the knowledge that underpins
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WTT integration without also considering integration efficiency
or the facility with which the participants accessed that
knowledge. In this respect, Schoonen and colleagues’ studies
(Cremer and Schoonen, 2013; Spätgens and Schoonen, 2018)
are particularly noteworthy, despite their distinct focus from this
study’s. In those studies, knowledge availability and accessibility
were differentiated; and participants’ access to semantic network
knowledge was measured with time-sensitive tasks. Their
approach and that of the present study can be integrated
into future research to study WTT integration and reading
comprehension (see also Oakhill et al., 2015 on lexical facility
or speed of access; and Zhang, 2012 on explicit vs. implicit
grammatical knowledge).

It was a surprise that working memory did not significantly
predict inferential comprehension. Theoretically, working
memory is particularly important for inference generation and
comprehension, because propositional meaning or text model
information needs to be maintained there for knowledge to
participate in situation model building or model integration
(Kintsch, 1998; Zwaan and Rapp, 2006). In light of a
lexically framed explanation of WTT integration and inference
generation, words also need to be held in the working memory
for lexical associates to be integrated for modifying and fine-
tuning the situation model (Perfetti and Stafura, 2014; see
also Hagoort, 2013). We conjecture that this might be related
to the narrow focus of the digit span test on storage as
opposed to processing (and storage). In Alptekin and Erçetin
(2011), where working memory differentiated between readers
with distinct levels of inferential comprehension, the reading
span test required participants to not only recall sentence-
final words but also make grammaticality judgments. The latter
task requirement apparently involved a processing demand,
not to mention the task’s potential involvement of lexical
and syntactic processes. Future research may include different
working memory components to study linguistic processes in
inferential comprehension.

Conclusion

This study focused on two major components of WTT
integration, that is, syntactic parsing and semantic association,
and L2 reading comprehension; and assessed how syntactic
and semantic network knowledge differentially predicted literal
and inferential comprehension in adult EFL readers. Both types
of knowledge were a significant, unique predictor of reading
comprehension (disregarding the type of comprehension),
after controlling for working memory and vocabulary
knowledge/size. Yet, for literal comprehension, controlling for
all other predictors, syntactic knowledge, as opposed to semantic
network knowledge, was a significant predictor, whereas for
inferential comprehension, a converse pattern was found.

Taken together, these findings suggest that, while syntactic
and semantic processes of WTT integration interplay and are

both needed for successful text comprehension, different types
of comprehension may place differential demands on these
processes and their corresponding knowledge underpinnings.
The findings also extend the current body of research on
cognitive and linguistic processes of L2 reading comprehension,
which tended to rely heavily on global measures of reading
comprehension and thus have obscured an understanding
of how these processes can and should be orchestrated in
differential ways by the reader to cope with different levels of
comprehension or tasks of reading.

The findings obviously have important pedagogical
implications. They have confirmed the importance we have long
been cognizant of vocabulary size for reading comprehension
and also suggested that knowing the (partial) meaning of a
large number of words is important but insufficient. Syntactic
knowledge for word integration and structure building is
arguably important. More importantly, explicit instructional
attention needs to be given to building and consolidating
learners’ semantic network knowledge or vocabulary depth. This
implication is perhaps not new as this type of knowledge has
been emphasized in L2 vocabulary teaching (and assessment)
(Read, 2000; Nation, 2001). Yet, the theoretical basis on which
the importance was empirically confirmed in the present study,
that is, semantic integration and inference generation, has
provided new insights into why this knowledge is important
and how it is to be promoted in L2 learners. In a recent
study, Raudszus et al. (2019) adopted a “pathfinder networks”
approach to measuring L1 and L2 readers’ textbase memory
and situation model building ability. Basically, participants
were asked to read a text and work on the computer to drag
around words/concepts from the text to show how they thought
those words were more or less closely related. Although this
network-building approach was a research paradigm there,
we believe it has valuable pedagogical benefits as well, as the
approach is notably contextualized in an actual text reading
situation. It can bridge goals for L2 vocabulary learning and
reading instruction (esp. instruction to promote inferential
comprehension development) (see Grabe, 2009; Grabe and
Stoller, 2019).
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