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This qualitative study investigated the various linguistic, contextual, and experiential
equivalence issues embedded in a performance-based instrument aimed at assessing
generic skills in higher education. A rigorous translation and adaptation process
(American English to Finnish) was conducted on one instrument, namely Collegiate
Learning Assessment (CLA+) International. The data were obtained from cognitive
laboratories (n = 13), with think-alouds and follow-up interviews conducted among
Finnish undergraduate students. Content logs were created, and the data were analyzed
thematically. The findings revealed that linguistic and contextual equivalence issues were
more prominent than experiential ones. The findings underline how important – and
potentially problematic – it is for a test to measure the same construct in a different
language and culture. To achieve adequate measurement equivalence, a detailed
qualitative analysis of linguistic, contextual, and experiential equivalence should be
conducted as part of test adaptation.

Keywords: cross-cultural adaptation, equivalence, higher education, translation, performance-based
assessment, generic skills and competences

INTRODUCTION

International (comparative) assessments of learning outcomes such as generic skills have become
popular in many countries. Several such assessments have been conducted by the Organization for
Economic Co-operation and Development (OECD), including the Programme for International
Student Assessment (PISA), and the Programme for the International Assessment of Adult
Competencies (PIAAC). In higher education there have also been initiatives to measure learning
outcomes from a comparative perspective, notably the OECD Assessment of Higher Education
Learning Outcomes (AHELO), which investigated what students at the end of their first (bachelor
level) degree know and are able to do (see Tremblay et al., 2012). The AHELO was a performance-
based assessment that included two complementary components to assess generic skills: selected-
response questions (SRQs), and an open-ended performance task (PT). Nonetheless, the AHELO
measurement of generic skills has been criticized as being inadequately contextualized and as
disproportionately “American” in an international context, with consequent issues of content
validity and reliability (Tremblay et al., 2012; Shavelson et al., 2019). In fact, such challenges
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are typical of cases in which assessments are developed in a given
country and then transferred to other contexts.

Despite this, adapting an existing test has many advantages
as opposed to developing and validating a completely new
instrument, bearing in mind the resources required, such
as high-level expertise in the skills or knowledge being
assessed, deep contextual and cultural understanding, and time
and money (Ercikan and Lyons-Thomas, 2013; Schendel and
Tolmie, 2017). Adapted tests are therefore used frequently,
especially in cross-national comparative studies (Hambleton and
Patsula, 1998; Hambleton and Lee, 2013). Nevertheless, it is
impossible to evaluate such studies and draw conclusions on
the findings without a carefully implemented and fully reported
translation and adaptation process, with careful attention to
equivalence issues (van Widenfelt et al., 2005; Borsa et al.,
2012). To successfully adapt a test instrument from one cultural
setting to another requires more than merely translating the
original test into the target language on a word-for-word
basis (Borsa et al., 2012; Ercikan and Lyons-Thomas, 2013;
Ercikan and Por, 2020; Ronderos et al., 2021). Typically,
the translation and adaptation process includes phases of
translation, reconciliation, back translation, expert reviews,
pretesting, and evaluation of the final structure (e.g., Karlgren
et al., 2020). Especially in selected-response question formats,
the evaluation of the final structure is often conducted via
factor analysis. However, such a quantitative approach is
insufficient as a sole indicator of validity when applied to
inherently complex performance-based test instruments that
include detailed instructions and a number of complex reference
documents. Qualitative analyses are therefore needed in efforts
to adapt performance-based assessments of generic skills, having
in view possible culturally embedded meanings that are difficult
to detect by purely statistical means (Ronderos et al., 2021).
In fact, most previous studies on the adaptation and validity
of performance-based assessments of generic skills in higher
education have been quantitative in nature (e.g., Zlatkin-
Troitschanskaia et al., 2019; Kleemola et al., 2021), with only a
few qualitative analyses of validity (Schendel and Tolmie, 2017;
Karlgren et al., 2020).

The present study sought to fill this gap. It did so by
analyzing students’ response processes while they were carrying
out assessment tasks, relating these to the various linguistic,
contextual, and experiential equivalence issues embedded in a
performance-based instrument aimed at measuring generic skills,
namely the Collegiate Learning Assessment (CLA+) International.
This measures undergraduate students’ generic skills, including
problem solving, reasoning, critical reading and evaluation,
and written communication. The instrument was originally
developed in the United States, then implemented in the Finnish
higher education context. Here, linguistic equivalence refers to
the notion that words should mean the same thing in the target
language. Contextual equivalence refers to an instrument and
its parts having the same relevance and being understood in
a similar fashion irrespective of the context, and experiential
equivalence means that instrument and its parts need to have a
similar intention or function in the target culture. Our research
question was as follows: What kinds of linguistic, contextual,

and experiential differences can be found in the adaptation of the
CLA+ International into Finnish higher education?

THE CROSS-CULTURAL ADAPTATION
OF A TEST INSTRUMENT

In order to obtain reliable results and improve the validity of
generic skills measurements, the instrument must be adapted
with great care to ensure its usability in a new cultural context.
It has often been noted that adapting a test instrument from one
cultural setting to another requires more than just translating the
original test into the target language on a word-for-word basis
(Hambleton, 2005; Borsa et al., 2012; Ercikan and Lyons-Thomas,
2013). Hence, test adaptation aims “to maintain equivalence
in content and cultural meaning between the original and
the translated/adapted test, thus fostering the comparability of
scores across individuals from [. . .] different cultural groups”
(Hernández et al., 2020, p. 390).

Test translation and test adaptation are intertwined as
concepts and processes. However, according to Hambleton
(2005), they refer to different things. Test adaptation has been
understood as a broad term referring to the various activities
that are needed when preparing to use a test in another
language and culture; by contrast, test translation can be seen
as merely one phase of this process (Hambleton, 2005; Ercikan
and Lyons-Thomas, 2013; International Test Commission, 2018).
This aspect is dealt with in greater detail by Ronderos et al.
(2021; see also Hambleton and Patsula, 1998), with translation
being seen as the creation of linguistically equivalent versions
of a test, in contrast with adaptation, which involves cultural
considerations such as equivalence of the construct, similarity of
test administration, speed of response, and familiarity with the
item format. For its part, the term cross-cultural adaptation can
be used to describe a process in which not just language, but
also other aspects related to cultural adaptation, are taken into
consideration in translating and adapting a test instrument to a
new cultural context (Beaton et al., 2000; Ercikan and Por, 2020).

The research literature presents a large number of guidelines
and suggestions for adapting test instruments for use in another
culture and for evaluating the quality of this process (see Beaton
et al., 2000, 2007; Hambleton, 2005; Gudmundsson, 2009; Borsa
et al., 2012; Ercikan and Lyons-Thomas, 2013; Hambleton and
Lee, 2013; International Test Commission, 2018; Oliveri and
Lawless, 2018; Hernández et al., 2020). Nonetheless, researchers
have noted that there is no clear agreement on the ideal
adaptation method (Borsa et al., 2012; Epstein et al., 2015). The
test adaptation process may vary depending on the instrument
and its intended use (Gudmundsson, 2009; Borsa et al., 2012;
Hernández et al., 2020).

Typically, test adaptation includes the phases of (1)
considering whether the measured construct can be captured
by a test in another cultural context, (2) translating/adapting
the test (by competent translators) and deciding on the kinds
of accommodations needed in order to use the test in another
language and culture, (3) evaluating the quality and equivalence
of the translations, and (4) pretesting the adapted test (see
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Beaton et al., 2000, 2007; Hambleton, 2005; Borsa et al., 2012).
The first step refers to how far the intended construct has a
similar meaning in different cultures (Hambleton, 2005). Such
construct equivalence between source and target cultures is
crucial, as without it, cross-cultural comparisons are impossible
(Hambleton, 2005; Ercikan and Lyons-Thomas, 2013).

Secondly, test adaptation guidelines emphasize the
importance of an accurate translation process. The
recommendation is to use multiple trained translators who
are familiar with both the source and the target languages and
cultures (Hambleton, 2005; Beaton et al., 2007). To obtain
translation accuracy, translators should be provided with
sufficient information on the nature of the instrument being
adapted (Hambleton, 2005; Arffman, 2013). In addition to
forward translation, there have been recommendations also
to use back translation (i.e., having the adapted test translated
back into its original language) as a step to evaluate the quality
and validity of translations (e.g., Beaton et al., 2000, 2007;
Borsa et al., 2012). However, in their review regarding cross-
cultural adaptation methods and guidelines, Epstein et al.
(2015) noted that back translation has generated considerable
controversy: some practitioners have regarded it as an essential
part of cross-cultural adaptation whereas others make no such
recommendation, especially in cases where the adaptation team
speak both the source and the target language.

Thirdly, different translations made independently by
translators should be synthesized and then evaluated by an expert
group (Beaton et al., 2000, 2007; Borsa et al., 2012). In this way,
possible equivalence issues and sources of translation/adaptation
errors can be identified. The equivalence between two language
versions of the test may be lacking for a variety of reasons. For
example, translations may change the content or meaning of test
items. In order to maintain item equivalence, it is essential to
consider to what extent and in what way this change has taken
place (Ercikan and Lyons-Thomas, 2013). The aim of translations
is not just to find words but also expressions and concepts that
have both linguistically and culturally similar meanings in the
target culture (Hambleton, 2005). Literal translation is unlikely
to be the optimal way to proceed, as it can lead to errors in terms
of test content, linguistic, or cultural factors (van Widenfelt et al.,
2005; Karlgren et al., 2020) – a phenomenon also referred to
as “unwanted literal translation” (Arffman, 2012). Indeed, all
translation requires some degree of adaptation, as translations
depend on characteristics of the target language including
“its interplay with the intended meaning of a test item and
the features of the source and target culture and population”
(Ronderos et al., 2021, p. 66).

Finally, the adapted test and its functionality should be
pretested in practice within the intended target group (Beaton
et al., 2000, 2007). In addition to examining the content and
characteristics of test items, pretesting makes it possible to
evaluate other factors related to the test, such as the functionality
of the instructions (Borsa et al., 2012; Hambleton and Lee,
2013). Indeed, pretesting an instrument is particularly crucial for
performance-based assessments of generic skills, which include
open-ended questions (such as performance tasks), detailed
instructions, and several qualitative background documents on
which students must base their answers. Properly conducted

pretesting of a performance-based assessment will help to
reveal possible sources of error that might threaten the validity
of the instrument. In the performance-based assessment of
generic skills it is pivotal that the questions should not contain
unfamiliar words or complicated structures that would produce
comprehension problems (Johnson et al., 2009).

As indicated above, equivalence is imperative in translation
and in the adaptation of a test from one culture to another.
Equivalence refers to the requirement that different language
versions should be comparable to each other, and measure the
same construct (Arffman, 2013). Overall the literature presents
various forms and categorizations of equivalence. According
to Karlgren et al. (2020; see also Borsa et al., 2012) one
needs to check whether words mean the same thing (semantic
equivalence), whether colloquialisms or idioms need to be
replaced (idiomatic equivalence), and whether the “same” word
holds a different conceptual meaning in the culture (conceptual
equivalence). Experiential equivalence is also important. This
means that items have to be replaced by something addressing
a similar intention or function in the target culture; for example,
knife and fork may need to be replaced with chopstick if that is the
common utensil used for eating in target culture. Furthermore,
participants in different cultures may not be equally familiar
with certain test item types, such as selective-response questions
(Hambleton and Patsula, 1998; Hambleton, 2005; Ercikan and
Por, 2020). This aspect relates to item equivalence (Herdman
et al., 1998). The structure of the test instrument or the way
in which the test is administered are also important factors
to consider from the perspective of cultural adaptation (e.g.,
Herdman et al., 1998; Hambleton, 2005; Schendel and Tolmie,
2017). This is known as operational equivalence (Herdman et al.,
1998). In addition, measurement equivalence – meaning that the
two versions should not differ significantly in their psychometric
properties – is often viewed as a distinct form of equivalence
(Herdman et al., 1998; Epstein et al., 2015).

Because the concept of equivalence has various forms and
meanings and many of them are closely linked to each other,
we see is as useful to summarize the forms of equivalence that
we apply. These are: (1) linguistic equivalence, incorporating
elements from semantic, idiomatic and conceptual equivalence
and referring to the notion that words should mean the same
thing in the target language, (2) contextual equivalence, meaning
that an instrument and its parts have the same relevance and
are being understood in a similar fashion irrespective of the
context, and (3) experiential equivalence, based on the notion that
an instrument and its parts should have a similar intention or
function in the target culture.

COLLEGIATE LEARNING ASSESSMENT
INTERNATIONAL AS A
PERFORMANCE-BASED TEST
INSTRUMENT

This study utilized the test instrument Collegiate Learning
Assessment (CLA+) International. CLA+ International is a
subject-independent performance-based assessment developed
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by the United States-based Council for Aid to Education (CAE),
which measures undergraduate students’ generic skills. For our
part, we understand generic skills as universal expert skills needed
in studies and working life. In higher education, higher-order
skills such as analytical reasoning skills and problem-solving
skills are typically valued more highly than practical generic
skills. Performance-based assessment aims to cover generic
skills in an authentic manner by giving an opportunity for
students to demonstrate their skills measured in the assessment
task (Shavelson, 2010; Hyytinen et al., 2021). Performance-
based assessment refers to a variety of task types, such as
open-ended performance-task and document-based selected-
response questions. Typically, a performance-based assessment
will challenge students to use their higher-order thinking skills
to create a product or to complete a process (Braun et al., 2020).
Indeed, a performance assessment can be viewed as “an activity
or set of activities that requires test takers [. . ..] to generate
products or performances in response to a complex, most often
real-world task” (Davey et al., 2015, p. 10). Thus, students actively
participate in the problem-solving exercise and may even learn
during the performance-based assessment (cf. Kane, 2013), rather
than passively selecting answers (Palm, 2008; Hyytinen et al.,
2021).

In line with this definition of performance-based assessment,
CLA+ International includes three components. First of all, a
student has 60 min to respond to a performance task which
measures analysis and problem solving, writing effectiveness,
and writing mechanics. The performance task includes an open-
ended question in which students are asked to produce a justified
solution to a presented real-life problem, utilizing in their written
response different source materials from an online Document
Library. Responding to the performance task requires students
to simultaneously use a range of generic skills, as they need
to analyze and evaluate information, make conclusions, and
provide evidence for their own solution or recommendation
(Shavelson, 2010; Zahner and Ciolfi, 2018; Hyytinen et al., 2021).
In this study, the performance task was about comparing life
expectancies in two cities, and students had to consider whether
some measures were needed to increase the life expectancy in
one of the cities. In their responses, the students had to present
a solution to the problem and to give a recommendation for
possible measures. The source materials that students needed in
order to formulate their response contained five different source
documents: a blog text, a transcribed podcast, a memorandum, a
newspaper article, and infographics (see Ursin et al., 2021).

Thereafter, students had 30 min to answer 25 selected-
response questions. Ten of the questions were relevant to the
background document, which dealt with the secretion of proteins
in the brain. These questions measured scientific and quantitative
reasoning. A second set of ten questions, based on a letter
about nanotechnology sent by a reader to an imaginary journal,
measured critical reading and evaluation. The last five questions,
which related to an opinion piece on women in combat, assessed
the student’s ability to analyze arguments, including possible
logical fallacies. At the end of the test, the students filled in
a background information survey (Ursin et al., 2021). Because
the test tasks are still used internationally, the performance task

and selected-response questions used in this study cannot be
published or described in a more detailed manner. However,
similar test tasks are presented by Shavelson (2010) and Tremblay
et al. (2012).

TRANSLATION AND ADAPTATION OF
COLLEGIATE LEARNING ASSESSMENT
INTERNATIONAL TO THE FINNISH
CONTEXT

The CLA+ test was translated into Finnish. The translation
and adaptation of the test progressed through four main steps
as specified in the guidelines of the International Translation
Committee (International Test Commission, 2018; cf. Hambleton
and Patsula, 1998). In the first phase, the test was translated from
English into Finnish by a qualified translator with knowledge
of large-scale assessments in the field of education. In the
second phase, two trained translators in Finland reviewed,
confirmed and, if necessary, proposed changes or corrections to
the translations independently of each other. In the third phase,
the project team in Finland decided on the final versions of
the translations on the basis of the translators’ proposals. The
reconciled revisions were then verified by the test developer
in the United States. The translated test was then pretested in
Finnish in “cognitive laboratories,” ensuring that the translation
and adaptation phase had not changed the meaning, the level of
difficulty, or the internal structure of the test (see Ursin et al.,
2021). The suitability of the test for the Finnish context was
ensured in detail. The translation and adaptation of the test
instrument did not include a phase of back translation, since,
as noted above, previous studies (e.g., Epstein et al., 2015) have
indicated that it may not be a necessary step, especially if the
research personnel speak both the source and the target language,
which was the case in this study.

AIMS, MATERIALS, AND METHODS

The main aim of the study was to identify various equivalence
issues in adapting the CLA+ International instrument. More
specifically, we focused on the differences to be found in the
adaptation of CLA+ International from the United States context
to Finnish higher education (cf. Hambleton, 2005; Borsa et al.,
2012; Karlgren et al., 2020), in line with our categorization of issue
types. We see the differences as involving:

(1) Linguistic issues (whether words mean the same thing in
the target language);

(2) Contextual issues (whether an instrument or its parts has
the same relevance and are being understood in a similar
fashion irrespective of the context);

(3) Experiential issues (whether the instrument or its parts
have a similar intention or function in the target culture).

The data came from 13 cognitive lab events with think-
alouds and follow-up interviews, conducted on a target
group of students (Table 1). The participants, who all were
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TABLE 1 | Demographics of the participants in the cognitive labs.

Gender Field of study Type of higher education
institution

Male Humanities and Arts University

Female Humanities and Arts University

Male Science University

Female Science University

Male Humanities and Arts University

Female Health and Welfare University of Applied Sciences

Female Health and Welfare University of Applied Sciences

Female Health and Welfare University of Applied Sciences

Female Services University of Applied Sciences

Male Engineering, manufacturing,
architecture, and construction

University of Applied Sciences

Male Arts University of Applied Sciences

Female Arts University of Applied Sciences

Female Arts University of Applied Sciences

white Caucasians, represented two large multidisciplinary
higher education institutions in southern Finland. One of the
institutions was a research-intensive university, and the other
was a professionally oriented university of applied sciences.
Participation in the research was voluntary, and informed
consent was obtained from the participants. The cognitive
labs made it possible to collect authentic data on participants’
ongoing thinking processes and behaviors while they were
working on a task (van Someren et al., 1994; Leighton, 2017,
Leighton, 2019). The data were collected individually from all
the participants by following a similar procedure. At the start of
each lab, the participants were instructed and trained to think
aloud as they were solving the tasks. Verbalization took place
when the participant first completed the performance task, and
thereafter during 25 selected-response questions in a secured
online environment. To avoid bias in the data collection, a
neutral form of the think-aloud protocol was used (van Someren
et al., 1994; Leighton, 2017). It follows that the participants were
not interrupted while they were performing the tasks. “Keep
talking” was the only probe given during the lab if the participant
was silent for a long time. The researchers sat in the back of
the room and kept their distance from the participants while
they completed the tasks. The neutral form of the think-aloud
protocol ensured that the probing questions were not asked
until the follow-up interview. In the second phase, after the
think-aloud, a short follow-up interview was conducted. This
included both targeted questions (based on the observations
during the think-aloud phase) and general questions posed to
all participants (covering notably the clarity of the instructions,
the comprehensibility of the test, how interesting the test was,
the strategy used for answering). The first- and second-named
authors collected the data.

Each lab lasted around 2 h and was videotaped and recorded
by a camera and a table microphone. In addition, notes were
taken by the researchers. The verbalizations of each participant
during the cognitive labs were transcribed verbatim. After that,
content logs were created in which accurate descriptions of

non-verbal actions, a summary of events, and transcriptions
of the verbalizations of each participant were combined into
one text file (Oranje et al., 2017; see Table 2). A content log
provides an overview of the video data, and it can be used
to locate sequences and events for further analysis. The log
externalizes and visualizes participants’ thinking processes and
behaviors associated with the assessment constructs and progress
in the task. A strength of the log is that it encompasses all
the input provided by a test-taker, i.e., direct quotes, assertions,
behavior, and actions that took place during the think-aloud
process. The log includes information on the sequence, timing,
and variety of the test-taker’s response behaviors and actions.
Furthermore, it combines both verbal and non-verbal response
processes (Hyytinen et al., 2014; Oranje et al., 2017).

The transcripts and content logs were analyzed using a
thematic approach in which, initially, similar notions were
systematically coded under preliminary content categories.
Subsequently, final categories were formed on the basis of
a relational analysis (Braun and Clarke, 2006). Finally, the
preliminary categories were further elaborated on a theoretical
basis, with special attention paid to issues of contextual, linguistic,
and experiential equivalence (Hambleton, 2005; Borsa et al.,
2012; Karlgren et al., 2020). Furthermore, numbers of occurrence
were calculated in order to reach an understanding of how
typical a given category might be. The first and third author
of this paper did the initial coding; this was then revised
against the coding made by the second and fourth authors.
Thereafter, the final categories were discussed and agreed with
all the authors. Translated and anonymized excerpts from
the cognitive laboratories were selected for each category for
illustrative purposes.

RESULTS

All of the participants (n = 13) experienced equivalence
issues while taking the test. The analysis identified several
linguistic, contextual, and experiential issues (Table 3). The
equivalence issues identified related mainly to how questions
were formulated, and how materials were comprehended; also to
how the instructions were presented, and how certain concepts
were understood.

Linguistic Equivalence
Most of the issues related to linguistic differences between
Finnish and English. By linguistic equivalence we refer to the
notion that the meaning of the words and phrases should not
have altered in the translation and adaptation from English into
Finnish. One language-related difference concerned the phrasing
of the questions. Efforts had been made to keep the equivalence
between English and Finnish phrases as close as possible, but
this occasionally created situations where it was difficult for a
student to understand the translated question. An example from
a cognitive lab reads as follows:

[The participant] reads the question, ponders for a moment what
it says (“the following criteria, that is, these [criteria] except one of
them, is that so?”) (SRQ item 3 – ID17).
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TABLE 2 | An example of a content log (Hyytinen et al., 2021).

Time Duration Code of student: ID2

0:00:00–0:00:27 0:00:27 Logging into the test plus the privacy notice
Glances through the privacy notice and asks how to move on. Asks the same thing also at the summary of the test. Glances
through the summary of the test

0:00:27–0:08:14 0:07:47 Performance task

0:00:27–0:01:08 0:00:41 Reads and glances through the general instructions for the performance task

0:01:08–0:08:14 0:07:06 Moves to the actual performance task. First, quickly reads the task instruction and some of the documents. Moves directly to
writing the answer, does not plan it beforehand. Browses the documents. Concentrates on the infographic. Using that as a basis,
says that “the physical activity habits of the residents should be improved.” Does not substantiate the answer more precisely,
compare the information in the documents, or evaluate the reliability of their content aloud. Completes the answer in no more than
8 min and moves on to the SRQ items
Written response:
The physical activities of Brookdale’s inhabitants should be improved. The inhabitants must be told about a healthy diet. The
education level must be improved

0:08:14–0:59:52 0:51:38 SRQs

0:08:14–0:10:39 0:02:25 Moves to the SRQ section. Browses through the SRQ instructions. Asks for help on how to move on

0:10:39–0:15:32 0:04:53 Glances at the first question and items, then the document provided for the first SRQ set. Moves back to the first question and
items, then identifies the relevant section from the source document. Compares the items to the document. Thinks aloud which
item (A–D) would most weaken the main claim of the document. Says that “option A could be true based on the document, hence
A is not the right answer.” Selects option D. Moves to the second question

TABLE 3 | Linguistic, contextual, and experiential equivalence issues in the data (with number of occurrence).

Linguistic equivalence (n = 29) Contextual equivalence (n = 20) Experiential equivalence (n = 4)

Questions (n = 19) Phrasing of the questions (n = 19)

Materials (n = 17) Difficulties in understanding the text
(excessive use of abbreviations) (n = 6)

Differences in understanding a reliable source of
information (n = 6)

Proper interpretation of a figure (map) (n = 5)

Instructions (n = 13) Difficult linguistic expressions (n = 4) Multitude of instructions (n = 5)

Usefulness of instructions (n = 4)

Concepts (n = 4) Difficulties in understanding the meaning of
concepts in the Finnish context (n = 4)

The way the question was posed was not a typical way of
presenting a question in Finnish, thus making it rather difficult to
understand. Nonetheless, changing the formulation of question
into a more “Finnish” formulation might also have impacted
on the difficulty of the question (made it less difficult). Hence,
no substantial changes were made to the formulation of this
particular question.

Another language-related issue was how the instructions were
given in the online test environment. This resulted in situations,
for example, where students were unsure how to move forward in
the test platform because they were confused about the linguistic
expression and symbol represented (in the original) by “mark
complete.” The following excerpt from a cognitive lab exemplifies
this:

[The participant] is wondering for a moment how to move forward
from the instructions, until she clicks on “mark complete” (SRQ –
ID19).

“Mark complete” was initially translated into Finnish (literally)
as “merkitse valmiiksi” which is not a typical (although a
possible) way of expressing that one can now move on
to the next page in the online platform. To make the
instruction more understandable it was ultimately changed

to the more conventional “valmis” (meaning “completed” in
English), thus avoiding the pitfall of unwanted literal translation
(Arffman, 2012).

The final language issue related to the background materials
used in the test instrument. These were required for a student
to answer the questions. Typically, Finnish does not use
abbreviations as readily as English. One of the SRQ documents
(regarding secretion of proteins in the brain) included an
excessive use of difficult abbreviations (from the point of view
of the Finnish language) making it challenging and occasionally
frustrating for students to understand the text. This is reflected
in the following excerpt from a cognitive lab: [The participant]
notes that she is too tired to concentrate on a text filled
with abbreviations – (SRQ item 1 – ID14). Although some
other students also reported challenges related to the use
of abbreviations, this example of frustration emerged as an
extreme case, and ultimately no changes were made to the
background document.

Contextual Equivalence
Several context-related equivalence issues became visible in the
analysis. By contextual equivalence we refer to the requirement
for an instrument and its parts to have the same relevance and
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meaning in the target culture as it has in the culture of departure.
The first contextual equivalence issue related to the background
materials on which the students had to base their answers. On
a few occasions the students wondered what a reliable source of
information might actually be ultimately leading to a question
whether reliable source of information is comprehended similarly
among undergraduate students in United States and in Finland.
One of the participants felt that some of the documents were
ridiculous, almost to the point of neglecting the document
altogether:

Wonders aloud about those [documents]; notes that the articles,
on the basis of which the report should be made, seem a
bit “silly.” Questions the relevance of Document 4, does not
find it a reliable/relevant source and is going to ignore it
(Performance task – ID12).

This had an impact on the quality of the answer, as
students were informed in the instructions for the performance
task that their answers would be judged on how thoroughly
the information was covered, including mention of potential
counterarguments. Hence, completely ignoring some of the
documents might have resulted in poorer test scores. Another
example relating to contextual equivalence concerned the
interpretation of the figures in one of the background documents.
Thus, in order to interpret one of the figures correctly, a student
should be familiar with the intermediate compass points (such as
South-East) on a map representing the United States. As the use
of intermediate compass points to describe Finland as a country
is not as typical as it is in the United States, this led to challenges
for some students in attempting to answer a question. One of the
students reacted as follows:

[R]eads the question and examines the figure. Is not sure about the
compass points and comments that this task makes no sense if you
don’t recall [the compass points] (SRQ item 10 – ID3).

The second contextual equivalence issue related to how
instructions in the background documents were formulated.
As compared to common practice in the United States, in
Finland matters are typically presented without much guidance
or orientation to the reader. Consequently, metatext tends to
be used much less in the Finnish context than in the Anglo-
American context (see Mauranen, 1993). In several background
documents, multiple instructions were given, including lengthy
guidance. This caused confusion to some of the participants. The
following example from a cognitive lab illustrates the challenges
due to the excessive use of orientation text:

[The participant] moves on to the instructions for the performance
task, reads/goes through it. Notes that there is much to read in the
instructions (Performance task – ID13).

Another participant was uncertain whether all the instructions
in the test were actually needed or relevant:

[The participant] is reading the privacy notice and asks [from the
researchers carrying out the cognitive lab] if one can just accept it.
Reads the summary of the test and asks for specifications about task
duration. Asks if the instruction section can be skipped (ID3).

Experiential Equivalence
There were also some experiential equivalence issues found
in the data. By experiential equivalence we mean that the
instrument and its parts should have a similar intention or
function in the target culture. There were a few concepts
such as “drinking water” and “ordinary diet” which might
have been experienced differently by the Finnish participants.
In Finland, drinking water is typically the same as tap water
(which is high-quality, drinkable, and of similar taste across
the country), but this is not the case in the United States.
Although this point was not particularly crucial from the point
of view of answering the question posed in the performance
task, it might have led to a different understanding of the
concept of “drinking water” depending whether one was an
undergraduate student in the United States or in Finland. One
of the participants pondered what the “ordinary Finnish diet”
mentioned in Document 5 might actually mean (Performance
task – ID13). “Ordinary” was initially translated as “tavallinen”
in Finnish, but was ultimately changed to “perinteinen,” meaning
“traditional” in English. Nonetheless, the issue remained whether
an ordinary/traditional diet means the same thing in the
United States and in Finland.

DISCUSSION

By analyzing students’ response processes during tasks, our study
aimed to identify various linguistic, contextual, and experiential
equivalence issues embedded in the CLA+ International
translation and adaptation process from the United States
to the Finnish context. In our study, linguistic and cultural
equivalence issues emerged interestingly as more crucial than
experiential ones (cf. Hambleton, 2005; Borsa et al., 2012;
Karlgren et al., 2020). The issues of linguistic equivalence were
associated with the formulation of questions, difficulties in
understanding some linguistic expressions in the instructions
of the test, and challenges in comprehending one of the SRQ
documents due to an excessive use of abbreviations. Contextual
equivalence issues were related to the interpretation of a figure
(how to make sense of a map of the United States), and to
the abundance and utility of the instructions posed in the
test instrument, with difficulties also in understanding what a
reliable source of information could consist of. There were only
a few issues of experiential equivalence, linked to difficulties
in comprehending the meaning of certain concepts (such as
“drinking water”) in the Finnish context. Nevertheless, our
findings show that linguistic, contextual, and experiential factors
need to be taken into account in interpreting the performance-
based assessment of generic skills. All these aspects affect
how students interpret the task, instructions, questions and
materials used in assessments, and how they formulate their
responses (Ercikan and Por, 2020). If students face unfamiliar or
completely new ways of presenting a test in a situation, this may
demand additional capacity from them, and thus influence their
performance in the test.

The findings confirm previous notions of what is needful for
translations: not merely to find words, but also expressions and
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concepts that have both linguistically and culturally a similar
meaning and intention in the target culture (Hambleton, 2005;
Arffman, 2012; Ercikan and Por, 2020). An example of this
occurred in the way a student was given instructions when
answering questions. Because Finnish texts tend to include only
minimal explicit metalanguage to orient the reader, as compared
to Anglo-American texts (Mauranen, 1993; Kleemola et al.,
2022), the multitude of instructions in some instances raised
concern over whether the instructions actually embodied the
same intention in Finnish cultural context. Some of these findings
may seem minor, but they could have a considerable impact in the
test situation and on students’ test performance.

Our findings also indicated the extent to which equivalence
issues can be intertwined. For example, how a word or term
is translated (linguistic equivalence) might also change how it
is understood in different contexts (experiential equivalence).
An example in our data was the term “ordinary diet,” which
was confusing to Finnish participants, and led to a revision
of the translation (to “traditional diet”) in the final version
of the test. One can then ask whether undergraduate students
in United States higher education would understand the term
“traditional diet” in a similar fashion to their counterparts
in Finland. Another example of the intertwined nature of
equivalence issues in our data was about how the Finnish
undergraduate students can make sense of a map of United States
when the use of intermediate compass points in Finland is
not as typical as in the United States. While this is contextual
equivalence issue (whether the map of the United States has
the same meaning in Finland as in the United States) this is
also “experiential” issue insofar as it relates to geography, and
the large area of the American land mass, and the geographical
variations it contains. This experience of United States as a
country is something that the Finnish participants are lacking.
Overall, our findings showed the extent to which the translation
and adaptation of CLA+ International from American to
Finnish context involved a process of carefully balancing between
content, language, and experiential factors (see van Widenfelt
et al., 2005; Karlgren et al., 2020).

Our findings contribute to the assessment literature by
suggesting a need for greater recognition of equivalence and
validity issues in translated and adapted performance-based
assessments of generic skills in higher education. This is
important in order to guarantee collecting high-quality research
data. This is of crucial importance as opposed to pure selected-
response questions, performance-based assessments typically
include a complex set of background documents and instructions.
As shown in our study also, these increase the likelihood of
cultural, linguistic, and experiential equivalence issues in the
test instrument (cf. Ercikan and Por, 2020). Consequently,
in performance-based assessments it is crucial to identify
equivalence issues if one is seeking to diminish their effect on
participants’ test-taking. Our findings importantly support the
notion that to ensure that a test measures the same construct
in a different language and culture, a qualitative analysis of
equivalence issues is a necessary part of test adaptation, together
with psychometric evidence (e.g., Ercikan and Pellegrino, 2017).
However, it is important to note that without cognitive laboratory

data, it would not have been possible to gather authentic data
on participants’ ongoing response processes while they worked
on a task. A key observation of our study to the assessment
literature is that qualitative analyses of cognitive laboratory
data are of enormous help in revealing possible challenges in
the validity and equivalence of an adapted test instrument. In
the long run, such research is crucial for the development of
the generic skills research field, which at present lacks robust
replicable instruments (Braun et al., 2012; El Soufi and See, 2019;
Tuononen et al., 2022).

LIMITATIONS OF THE STUDY AND
FUTURE RESEARCH

The findings of our study can be used to improve the quality of
a translated and adapted generic skills assessment instrument.
However, certain limitations in the study should be taken into
account. The first of these relates to the relatively small amount
of data obtained, given that the data comprised 13 cognitive labs
with think-alouds. This nevertheless resulted in around 26 h of
recorded data, and it can be claimed that saturation was reached
in terms of sufficiency of the data. In the future, cognitive labs
could be carried out with a more versatile group of undergraduate
students (i.e., from different disciplinary backgrounds), though
one has to bear in mind that the setting up of cognitive labs
followed by detailed analysis of the data (including the creation
of content logs) requires considerable resources. A further
limitation concerns the think-aloud method. It is possible that the
participants’ ability to verbalize their thoughts might have biased
the think-aloud data. Note, however, that in order to minimize
bias in the data collection, we followed a formalized procedure.
This included instructions and explanations to participants on
thinking aloud, a brief training session, and a neutral protocol
that avoided probing questions. In this way, we endeavored to
ensure the reliability of the verbal data (van Someren et al., 1994;
Leighton, 2017). A third limitation is related to the three forms of
equivalence (linguistic, contextual and experiential) that we used
in our paper. The different forms of equivalence are intertwined
to the extent that it is difficult to make a clear-cut analytical
distinction between the different manifestations of equivalence.
Furthermore, contextual and experiential equivalence is strongly
related to the characteristics of the participant; if participants
represent a sub-culture or belong to a particular ethnic group,
they may have a different understanding of an instrument (or
parts of it) from that of the majority of the population in the target
culture. A fourth limitation is linked to the fact that the translated
and adapted test instrument included only one performance
task and one set of selected-response questions. A more reliable
picture of the equivalence issues would have been obtained by
including more than just one of each type of task. Hence, in future
it would be important to study the equivalence issues pertaining
to different kinds of performance tasks and selected-response
questions, since these might enter into the performance-based
assessment of generic skills in higher education. Furthermore,
it would also be important to develop tasks in an international
context by a knowledgeable team of experts, and to study whether

Frontiers in Education | www.frontiersin.org 8 May 2022 | Volume 7 | Article 885825

https://www.frontiersin.org/journals/education
https://www.frontiersin.org/
https://www.frontiersin.org/journals/education#articles


feduc-07-885825 May 5, 2022 Time: 19:11 # 9

Ursin et al. Equivalence Issues in Performance-Based Assessments

such tasks would include fewer equivalence issues than those
developed in a single country. Note also that linguistic, cultural,
and experiential equivalence issues appear to be closely bound
up with the methodological and technical aspects of a test
instrument (Hambleton, 2005).
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