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Certain combinations of number and labeling of response options on Likert scales might,
because of their interaction, influence psychometric outcomes. In order to explore this
possibility with an experimental design, two versions of a scale for assessing sense of
efficacy for teaching (SET) were administered to preservice teachers. One version had
seven response options with labels at odd-numbered points; the other had nine response
options with labels only at the extremes. Before outliers in the data were adjusted, the first
version produced a range of more desirable psychometric outcomes but poorer
test–retest reliability. After outliers were addressed, the second version had more
undesirable attributes than before, and its previously high test–retest reliability dropped
to poor. These results are discussed in relation to the design of scales for assessing SET
and other constructs as well as in relation to the need for researchers to examine their data
carefully, consider the need to address outlying data, and conduct analyses appropriately
and transparently.
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INTRODUCTION

Ideally, scales based on a Likert format possess a range of desirable attributes. Predominant among
these are items not having a narrow range of responses or attracting a large number of outliers; most
items being neither positively nor negatively skewed; responses occurring across the full array of
response options; moderate interitem correlations as well as other indicators of interitem
association being neither too low nor excessively high; and composite scores (as opposed to
individual items) having few outliers, not having undesirably narrow standard deviations (SDs)
or ranges, not departing severely from normality, and providing a representation of people such
that genuine similarities and differences are tapped. Some of these characteristics are related to
each other, but another, conceptually separate, psychometric feature is high test–retest
reliability.

Our primary aim in this study was to determine whether specific combinations of response
options used with Likert-type scales are likely to facilitate or thwart desirable psychometric
outcomes. We were prompted by a review article in which DeCastellarnau (2018) examined a
range of response option features, including the number and labeling of those options. Having
summarized a large corpus of relevant research, DeCastellarnau indicated that further research was
needed about a range of issues, including the extent to which “the overlap” (p. 1539) between some
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aspects of response options might have an impact on data
quality—an impact that might be independent of any
influence that each variable might exert independently.

In this study, we examined the overlapping effect of number of
response options and option labels when assessing sense of
efficacy for teaching (SET)1—a topic that we had previously
researched in Australia and China (see Ma and Cavanagh,
2018; Ma et al., 2019; Ma and Trevethan, 2020). We had
noticed differences in results that we suspected might be
attributable to differences in combinations of the response
options that we had offered participants. Noticeable among
these differences were data skewness as well as the means and
SDs of SET scores. We had not explored test–retest reliability, but
were curious to see whether it, also, might be influenced by
specific combinations of response options.

In order to address our aim with the advantages of an
experimental design, we created two versions of a scale to
assess SET. Both versions had a Likert format, thus
corresponding with the general format used in research about
SET since empirical interest in the topic commenced in the mid-
1970s (see Armor et al., 1976). The versions differed from each
other only with respect to number and labeling of response
options. Both of these features have differed widely in research
about SET, and it is therefore tempting to investigate whether
their combination might have influenced the validity, and
ultimately the value, of that body of research.

For the most part, SET has been assessed with the Teacher
Sense of Efficacy Scale (TSES; Tschannen-Moran and Hoy, 2001)
or close variants of that scale, including translations (see Duffin
et al., 2012; Ma et al., 2019). Because of the TSES’s format, nine
response options have usually been offered to participants when
measuring SET, either because researchers use the TSES itself or,
it would appear, because they respect that format (see, e.g.,
Wolters and Daugherty, 2007; Yin et al., 2017; Cheon et al.,
2018). For similar reasons, labels have often been provided above
the five odd-numbered options but not above any of the even-
numbered options.

Use of nine response options and the above pattern of labeling
is far from universal, however. At one extreme, SET has been
assessed with only three response options, each of which was
labeled (see Shi, 2014), and, at the other extreme, Bandura (2006)
created subscales to assess SET with response options ranging
from 0 to 100 and labels at only the extremes and midpoint.

In this study, we investigated response-option characteristics
that are more typical within research about SET. One version of
the scale, which we called Version A, had seven option points
with labels above the four odd-numbered options. Our choice of
seven options was based on recommendations that the optimal
number of options is seven (Carifio and Perla, 2007; Krosnick and
Presser, 2010) or either five or seven (Robinson, 2018) as well as

the argument that the psychometric properties of scales do not
improve with more than seven options (Nunnally, 1978). Placing
labels above only the odd-numbered options conformed with the
Norwegian Teacher’s Self-Efficacy Scale (Skaalvik and Skaalvik,
2007) and with our own research in China (Ma et al., 2019; Ma
and Trevethan, 2020).

The second version of the scale, Version B, had nine response
options because the TSES and the newer Scale for Teacher Self-
Efficacy (STSE; Pfitzner-Eden et al., 2014) both have that number
of options. Unlike the TSES, however, labels for Version B were
placed only at the extremes, as in the STSE, because the latter
scale’s creators claimed to have improved the TSES. This
conformed with the scale used in our previous research in
Australia (Ma and Cavanagh, 2018).

We conducted this study in the belief that administering
Version A to one group of participants, and Version B to
another, highly similar, group of participants, would reveal
whether results from one version were more desirable than
were results from the other.

MATERIALS AND METHODS

Participants
Participants came from two separate groups of preservice
teachers that, in order to correspond with our naming of the
scale versions, we called Group A (n � 40) and Group B (n � 41).
They comprised the total enrolment of students within the
second-year cohort of the primary teacher education program
at a university categorized as a normal university in Jinan,
Chinese mainland. The groups had been created when the
students commenced their program2, at which time a
concerted effort was made to achieve comparability on
students’ university entrance examination scores, gender, and
sociodemographic variables such as city of origin. Ages in Group
A ranged from 18 to 21 years (M � 19.42, SD � 0.59) and in Group
B from 19 to 21 years (M � 19.54, SD � 0.60), and the majority
were female (82.1% in Group A; 82.9% in Group B).

None of these students had yet experienced teaching
placements as part of their course.

Instruments
Both versions of the SET scale contained identical instructions
and items based on the 12-item short form of the TSES that we
had previously translated into Chinese (see Ma et al., 2019). The
versions differed only with regard to response options. Version A,
with its seven response points, had labels of minimally effective,
only moderately effective, quite effective, and extremely effective at
points 1, 3, 5, and 7, respectively. Options 2, 4, and 6 were
numbered but not labeled. Version B, with its nine response
points, had labels of not at all effective and extremely effective at
the extremes of 1 and 9, respectively, and Options 2 to 8 were
numbered but not labeled.

1Sense of efficacy for teaching, often referred to as teacher sense of efficacy or
teacher self-efficacy and therefore abbreviated as TSE, refers to the beliefs held by
individuals about their effectiveness in classroom contexts with regard to student
instruction as well as management of student behaviour (see Tschannen-Moran
and Hoy, 2001; Ma et al., 2019).

2Separate groups were created primarily to facilitate administrative and educational
processes.

Frontiers in Education | www.frontiersin.org October 2021 | Volume 6 | Article 7231412

Trevethan and Ma Response Option Influence

https://www.frontiersin.org/journals/education
www.frontiersin.org
https://www.frontiersin.org/journals/education#articles


The full scale for Version A, and the response options for
Version B, are provided in the Appendix.

On an initial occasion of administration, participants were
asked to indicate their gender and age as well as their favourite
movie and favourite primary school teacher—the last two
variables intended to maintain participants’ anonymity when
retest data were matched. At the second administration,
participants were again asked to provide these same two forms
of identification.

Procedure
In parallel lectures, each group of students was initially given
verbal information about the research, invited to indicate their
willingness to participate, and administered the respective
questionnaires. The retest surveys were administered, again in
parallel lectures, 3 weeks later. Group A was administered
Version A on two occasions (once originally, then again at
retest); correspondingly, Group B was administered Version B
on two occasions (once originally, then at retest). Questionnaires
were administered in hard copy form, and attendance was 100%
on all four occasions of measurement. Between administrations,
there were no instructional or on-campus practical experiences
that were likely to have altered the students’ SET.

On each occasion, one of the participants in Group A chose
Option 4 across all items. That participant differed on each
occasion, and, when both of those participants’ identical-
response records were discarded, Group A was left with 39
participants on each occasion. Of the remaining participants
in Group A, seven either failed to provide identification or
used different identification on each occasion. Therefore, only
32 participants from Group A were available for test–retest
analyses. Of the 41 participants in Group B, six either failed to
provide identification or used different identification on each
occasion. Therefore, only 35 participants from Group B were
available for test–retest analyses.

For each item, means and SDs were calculated in light of the
arguments by Hair et al. (2014) that “indicators with ordinal
responses of at least four response categories can be treated as
interval” (p. 612) and Norman (2010) that calculating means and
SDs on ordinal data can “give the right answer even when
assumptions are violated” (p. 627). Outliers identified as such
by SPSS on individual items were noted. A composite score for
each version on each occasion was calculated by obtaining the
mean of responses on the 12 items3, thus producing SET values
that could range from one to seven on Version A, and from one to

nine on Version B. Histogram bins for both versions were set at
spans of 0.40. Composite scores were initially inspected for
outliers, regarded as any data points within the first or fourth
quartiles that exceeded 1.5 x the interquartile range or that
departed by ≥ 0.50 from the main body of scores among
which there were no differences > 0.50. After an initial set of
analyses with composite scores in which outliers were included,
we winsorized outliers in those scores and conducted selected
analyses again.

We assessed test–retest reliability in four ways. First, for each
participant the absolute difference between the composite scores
at Times 1 and 2 was calculated, and an independent-samples
t-test was used to compare these differences from Group A with
those from Group B to identify intraindividual volatility within
each version. More conventionally, we also conducted paired-
samples t-tests to compare the scores within each group across
the two times of administration to detect general upward or
downward movement in scores, and within each group we also
calculated Pearson’s product-moment correlation coefficients
and intraclass correlation coefficients (ICCs; 3,1 [two-way
mixed, single measures], absolute agreement; see Trevethan,
2017).

In order to detect whether outliers were likely to distort the
test–retest results, particularly Pearson’s correlations and ICCs
(see Vaz et al., 2013), we removed composite scores of
participants if there were outliers either in their original
composite scores or in the absolute difference between their
composite scores at the two times of administration, and we
then conducted fresh test–retest analyses involving paired-
samples t-tests, correlation coefficients, and ICCs.

Assessment of Data Attributes and
Test–Retest Reliability
We assessed normality of distributions by inspecting histograms—a
recommended procedure when sample sizes are small (Are the
skewness and kurtosis useful statistics?, 2016; Wheeler, 2004).
When examining interitem correlations, we followed the
recommendation of Clark and Watson (1995) that these
correlations ideally lie between 0.15 and 0.50. We also followed
the recommendation of Briggs and Cheek (1986) that the mean of
these correlations ideally lies between 0.20 and 0.40. We assessed
coefficient alphas in relation to the recommendation of McDowell
andNewell (1996) that they bemoderate and,more specifically, in the
region of 0.84 for a scale with 12 items (see Cortina, 1993). When
assessing ICCs, we used categories recommended by Portney and
Watkins (2019) and Koo and Li (2016). These categories were < 0.50,
poor; 0.50 to 0.75, poor to moderate; and ≥ 0.75 to 0.90, good.

RESULTS

Data Characteristics
Initial Analyses (Prior to Winsorizing Data)
Means and SDs for all items are shown inTable 1. On both occasions,
the means of responses to individual items were consistently and
noticeably lower on Version A than on Version B—a phenomenon

3Although the TSES is often regarded as comprising three factors, the original
publication concerning the TSES (Tschannen-Moran and Hoy, 2001) clearly
indicated that only one factor existed in data from PSTs. In addition, in the
review section of one of our publications (Ma et al., 2019), we cited studies from the
United States and Australia in which PSTs’ data had only one factor, and the
empirical component of that publication indicated strongly that both preservice
and inservice teachers in China regarded the TSES items as comprising a single
factor on both the long and short forms of the scale—possibly resulting from a
disinclination to compartmentalize among people from cultures with a Confucian
orientation. We therefore feel confident about the validity of adding responses
across all 12 TSES short-form items in this research.
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that can be easily explained by the highest option on Version A being
seven whereas the highest option on Version B was 9.

Entries inTable 1 also reveal that SDs on individual items were
almost always narrower on Version A than they were on Version
B. As indicated in Table 2, the mean SD across all items was also
narrower on both occasions for Version A than for Version B.

Nevertheless, as also indicated in Table 2, none of the individual
items exhibited SDs smaller than 1.00.

Entries in Table 2 indicate that, as a response to the first item,
most participants in Group A selected one of the three middle
options, whereas noticeably fewer participants in Group B used
one of the three middle options on the first item. Furthermore, a

TABLE 1 | Means and standard deviations of individual items and composite scores.

Individual items/totals Version A Version B

Time 1 (n = 39) Time 2 (n = 39) Time 1 (n = 41) Time 2 (n = 41)

Mean SD Mean SD Mean SD Mean SD

Control disruptive behavior in the classroom 4.18 1.02 4.18 1.14 5.90 1.55 5.85 1.53
Motivate students who show low interest in school work 3.62 1.39 4.00 1.24 5.49 1.73 5.90 1.61
Calm a student who is disruptive or noisy 4.10 1.43 4.46 1.23 6.00 2.01 6.02 1.72
Help your students to value learning 4.59 1.07 4.59 1.12 6.49 1.42 6.34 1.46
Craft good questions for your students 4.87 1.22 4.69 1.45 6.51 1.63 6.63 1.39
Get children to follow classroom rules 4.79 1.22 4.62 1.09 6.56 1.66 6.66 1.37
Get student to believe they can do well in school work 5.03 1.11 4.82 1.05 6.59 1.40 6.63 1.36
Establish a classroom management system with each group of students 3.85 1.31 4.13 1.15 6.83 1.53 5.59 1.55
Use a variety of assessment strategies 4.49 1.43 4.64 1.35 6.32 1.54 6.02 1.39
Provide an alternative explanation or example when students are confused 4.97 1.35 4.77 1.11 7.10 1.30 6.90 1.51
Assist families in helping their children do well in school 4.64 1.39 4.54 1.29 6.37 1.36 6.49 1.36
Implement alternative strategies in your classroom 4.44 1.54 4.69 1.06 6.46 1.29 6.15 1.61
Composite scores
Prior to winsorizing 4.46 0.74 4.51 0.70 6.30 1.15 6.27 1.24
After winsorizinga 4.49 0.65 4.51 0.70 6.41 0.85 6.31 1.06

aNo winsorizing of scores was necessary for Version A at Time 2.

TABLE 2 | Miscellaneous results concerning data characteristics.

Version
Characteristic

Version A Version B

Time 1 Time 2 Time 1 Time 2

Mean standard deviation across all 12 items 1.29 1.19 1.53 1.49
Items with SDs < 1.00 None None None None
Proportions of initial responses
% on lowest two response options 2.56 2.56 0 0
% below the three middle response optionsa 2.56 2.56 7.32 12.26
% within the three middle response options 89.74 84.61 56.10 46.34
% above the three middle response options 7.69 12.82 36.59 41.46

Proportions of responses
% on lowest two option points 7.69 4.27 0.61 1.42
% on first three option points 23.50 19.65 6.30 5.89
% on first four option points 49.57 50.41 14.63 12.80
% on first five option points 77.13 78.19 28.56 27.23
% below mid-point of options 23.50 19.65 14.63 12.80
% at mid-point of options 26.07 30.76 13.93 14.43
% above mid-point of options 50.42 49.57 71.44 72.82
% on highest two option points 22.86 21.79 22.76 21.13
% on highest option 5.98 4.27 5.89 4.47

Range of individuals’ own responses, mean (SD) 3.28 (1.12) 2.82 (1.32) 3.22 (1.08) 2.49 (1.12)
Interitem correlationsb

% ≤ 0.15 29 14 2 0
% between 0.15 and 0.50 62 76 47 20
% ≥ 0.50 9 10 52 80
Mean 0.27 0.29 0.52 0.67
Coefficient alpha 0.81 0.83 0.93 0.96

Total number of outliers among items 15 12 19 28
Nature of outliers among items 5 low, 10 high 6 low, 6 high 13 low (2 extreme), 6 high 18 low (2 extreme), 10 high

aEntries for Version A are consistent with the previous row because there were only two response options below the middle three options on that version.
bThere were 66 interitem correlations among the 12 items on each occasion of administration.
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minimal number of participants on both versions selected an
option below the middle three options on the first item; none of
the Version B respondents commenced responding on that
version’s lowest two options; and a small percentage of Group
A selected an option above the middle three on the first item, but
a noticeably greater proportion of participants on Version B
selected options above the middle three options on the first item.
These choices are reflected in the first row of entries in Table 1,
where the means of the participants’ first response are shown. The
associated SDs, also in the first row of entries in Table 1, indicate
that there was greater similarity among responses to the first item
on Version A than there was to the first item on Version B.

As shown by entries in Table 2, the lowest two response
options were used to only a small extent on Version A and to an
even smaller extent on Version B, foreshadowing a degree of
negative skewness in relation to the option range on both
versions, but more so on Version B. Entries in Table 2 also
indicate that on Version A there was a gradual increase in use of
the first five response options, but on Version B, use of Options
3 and 4 remained low and it was only by Option 5 (the
midpoint) on that version that the cumulative use of options
exceeded cumulative use of the first three options of Version A.
For Version A, half of the responses fell at or below the option-
range midpoint, but for Version B, use of above-midpoint
options was particularly noticeable, at more than 70% on
both occasions.

On both versions, as indicated by the ranges and SDs of
individuals’ responses in Table 2, each participant tended to
respond within a limited range of the available options. For
example, the SD of 1.12 on Version A at Time 1 indicates
each participant tended to respond within a span of only three
options. As also indicated in Table 2, most of the 66 interitem
correlations on each occasion for Version A fell between 0.15 and
0.50, but most interitem correlations for Version B were ≥ 0.50.
For Version A, the mean interitem correlations were 0.27 and
0.29 for Times 1 and 2, respectively; for Version B, the
corresponding mean interitem correlations were 0.52 and 0.67
(refer to Table 2). The coefficient alpha values on the two
occasions of measurement were 0.81 and 0.83, respectively, for
Version A, and were therefore noticeably lower than were the
alphas of 0.93 and 0.96 for Version B (refer to Table 2).

Entries in Table 2 also indicate that, among the individual
items, there were fewer outliers within the two administrations of
Version A (n � 27) than within the two administrations of
Version B (n � 47). Furthermore, the number of these outliers
was similar on both administrations of Version A but there were
noticeably more outliers for Version B at Time 2 than there had
been at Time 1, and no outliers on Version A were identified as
being extreme by SPSS, but two outliers on both measurement
occasions were identified as extreme on Version B.

The penultimate row of entries in Table 1 indicates that, for
each version’s composite scores, the SDs were narrower for
Version A at each timepoint, and, as shown within the second
row of entries in Table 3, the narrower SDs on Version A are
reflected in its smaller range of scores.

Among the composite scores across the two occasions of
administration, there was only one outlier for Version A, but
10 outliers for Version B (refer to third row of entries in Table 3).
Not shown in Table 3 is that three of the seven Version B
participants with outliers at Time 1 had outlying scores at Time 2,
but the remaining four participants did not.

Figure 1 contains histograms showing each version’s
composite scores on both measurement occasions. These
histograms, each with the normal curve superimposed, suggest
satisfactory skewness and kurtosis for Version A on both
occasions (Figures 1A,B), with the exception of the single
outlier at Time 1.

Figure 1C supports the earlier observation that Version B had
a concentration of scores immediately above the response-option
midpoint at Time 1; however, the remaining frequencies are
revealed to be irregular, and there was a statistically significant
departure from normality (refer to Table 3 for Shapiro–Wilk test
results). Figure 1D indicates that, at Time 2, the distribution of
scores on Version B could be regarded as exhibiting satisfactory
skewness and kurtosis apart from some low outliers, but, as at
Time 1, most scores lie well above that version’s option-range
midpoint.

Analyses Subsequent to Winsorizing Outliers
Several outcomes of winsorizing are indicated in the final row of
entries in Table 1, where the means and SDs of composite scores
remained very similar or identical across the two

TABLE 3 | Results concerning composite scores.

Composite
score characteristics

Version A Version B

Time 1 Time 2 Time 1 Time 2

Before winsorizing
Minimum, maximum values 2.00, 5.92 2.92, 6.17 3.67, 8.50 2.42, 8.75
Range 3.92 3.25 4.83 6.33
Number of outliers 1 low None 5 low, 2 high 2 low, 1 high
Normality: Shapiro–Wilk W value, df, p value 0.960, 39, 0.174 0.986, 39, 0.897 0.943, 41, 0.039 0.964, 41, 0.209

After winsorizinga

Minimum, maximum values 3.16, 5.92 2.92, 6.17 5.12, 7.94 4.31, 8.18
Range 2.76 3.25 2.82 3.87
Normality: Shapiro–Wilk W value, df, p value 0.990, 39, 0.974 0.986, 39, 0.897 0.933, 41, 0.018 0.966, 41, 0.246

aFor the second administration of Version A, results are consistent with the first administration because there had been no outliers and therefore winsorizing was not conducted with
its data.
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administrations of Version A. The means of Version B also
changed little after winsorizing, probably because its outliers lay
at both ends of its distributions. As also indicated in the final two
rows of entries in Table 1, however, the SDs decreased
noticeably on Version B as a result of winsorizing. At Time
1, this brought the Version B SD closer to the SDs at both times
of administration on Version A.

After winsorizing, data characteristics changed between the
two versions in additional ways, as indicated in Table 3. Most
noticeably, on Version B the minimum scores increased and
maximum scores decreased on both occasions of measurement,
and all composite scores exceeded the midpoint of the option

range at Time 1. The ranges of scores for Versions A and B
across the four administrations became less discrepant (refer to
Table 3).

Figure 2 contains histograms showing each version’s
composite scores on both occasions of measurement after
winsorizing all outliers. These histograms, each again with
the normal curve superimposed, indicate bell-shaped
distributions for Version A on both occasions of
measurement (Figures 2A,B), but for Version B the
histograms are again irregular on both occasions (Figures
2C,D)—with peaks and troughs across the full distribution of
scores at Time 1, and a noticeable group of low scores at Time 2.

FIGURE 1 | Distribution of composite scores on each version on each occasion of measurement prior to winsorizing data.
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As had occurred prior to winsorizing, the Shapiro–Wilk test
again indicated a significant departure from normality for
Version B at Time 1 (refer to Table 3).

Test–Retest Reliability
Analyses performed specifically to assess test–retest reliability are
described in this section and summarized in Table 4.

Analyses Prior to Winsorizing Data
As shown in Table 4, the absolute difference of individual
participants’ scores between Times 1 and 2 contained two
high outliers in the data for Version A and one high outlier in
the data for Version B—reflected in SDs and maximum
differences. Despite these results, the means of the absolute

differences were similar for both versions, as confirmed by an
independent-samples t-test, t (65) � 0.25, p � 0.802. Temporal
consistency was also reflected in the paired-samples t-tests
(reported in Table 4), which indicated that participants’ scores
did not increase or decrease significantly on either version across
the 3-week period.

In contrast to these similarities in temporal stability for both
versions, Pearson’s correlations comparing scores across Times 1
and 2 were 0.56 for Version A and 0.90 for Version B, and the
ICCs were 0.57 for Version A and 0.90 for Version B—thus
suggesting much greater temporal consistency on Version B.
Anomalously, however, comparison of the histograms in
Figure 1 reveals Version A to have greater similarity across
the two timepoints than did Version B across the two timepoints.

FIGURE 2 | Distribution of composite scores on each version on each occasion of measurement after winsorizing data where considered necessary. (Version A at
Time 2 was not subjected to winsorizing; it is included in this set of figures to facilitate comparisons.)
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Analyses Subsequent to Winsorizing Outliers
As a consequence of removing records of participants in the retest
samples if their original data contained outliers or if there were
outliers in their absolute difference scores, data from two Version
A participants and six Version B participants were discarded,
leaving 30 participants in the former group and 29 in the latter. In
test–retest analyses conducted with these more refined samples,
the paired-samples t-tests again demonstrated that scores did not
move significantly up or down for either version across the 3-
week timespan (refer to Table 4). However, prior noticeable
differences between the versions no longer existed in that the SDs
associated with the t-tests were much more similar both within
and between versions, the Pearson’s correlations became almost
identical to each other on both versions, as did the ICCs—with
both kinds of correlation increasing for Version A and decreasing
for Version B (refer to Table 4).

In this case, a comparison of the histograms in Figure 2 is
again anomalous in that Version A has an almost identical
distribution at each timepoint, but the Version B distributions
differ noticeably from one timepoint to the other.

DISCUSSION

There are several similarities between responses and outcomes on
the two scale versions. On both versions, participants tended to
constrain themselves to their own, intraindividual and limited,
span of option choices that departed only moderately from their
first response, and they chose the highest two options to a similar,
and moderate, extent. Because nonuse of the lowest two options
was much stronger on Version B, respondents on both versions
were similar in that they essentially availed themselves of only
seven options. Despite the SDs on individual items usually being
narrower on Version A, the SDs were satisfactorily wide on both
versions’ items. Two of the four test–retest reliability procedures
also yielded similar results in that the size of absolute differences

in each participant’s scores across the 3-week period did not differ
significantly between the versions, and on neither version did
scores move significantly either up or down from one timepoint
to the other.

In contrast to these similarities, there were a number of
differences in data characteristics and indicators of test–retest
reliability. Below, we identify these differences and investigate
whether they are disconnected and inconsequential or,
alternatively, give rise to integrated and extended implications
that preference one combination of options over the other.

Extent, Nature, and Desirability of
Differences Between the Two Versions
Prior to winsorizing, most of the differences favored Version A.
Responses on that version tended to be evenly distributed around
the midpoint of its option range, whereas responses on Version B
were not only much more likely to lie above that version’s option-
range midpoint but many responses were also concentrated there
as a group. For Version B, the lowest two options were essentially
superfluous. Most interitem correlations on Version A fell in the
desirable low-to-moderate band, whereas most of Version B’s
interitem correlations were undesirably high. For Version A, both
of the mean interitem correlations fell within the range that we
regarded as desirable, whereas both of those correlations were
undesirably high on Version B. Furthermore, the two coefficient
alphas were acceptable on Version A, but both were undesirably
high on Version B. On both occasions of administration, Version
A had fewer outliers at item and composite-score levels as well as
a normal or near-normal distribution of composite scores,
whereas, at Time 1, Version B’s composite-score distribution
departed significantly from normality. Throughout all of the
above comparisons, results on Version A tended to be similar
at both timepoints, but results associated with the composite
score for Version B differed across timepoints with regard to SDs,
ranges, histogram profiles, number of outliers, and the specific

TABLE 4 | Results relevant to test–retest analyses.

Version characteristic Version A Version B

Absolute difference between Times 1 and 2
Before removal of data from participants with absolute difference outliers
Number of outliers 2, both high 1 high
Mean (SD), minimum, maximum 0.44 (0.45), 0, 1.83 0.46 (0.30), 0, 1.25

Conventional indicators
Before removal of data from participants with absolute difference outliers and outliers in original data
1. Paired-sample t-test of difference between occasions [95% CI] t (31) � 0.25, p � 0.806 [-0.26, 0.20] t (34) � 0.56, p � 0.582 [-0.14, 0.24]
Time 1: Mean (SD) 4.54 (0.65) 6.37 (1.18)
Time 2: Mean (SD) 4.56 (0.70) 6.32 (1.28)

2. Pearson correlation 0.56 0.90
3. ICC [95% CI] 0.57 [0.28, 0.76] 0.90 [0.81, 0.95]
After removal of data from participants with absolute difference outliers and outliers in original data
1. Paired-sample t-test of difference between occasions [95% CI] t (29) � 0.51, p � 0.617 [-0.23, 0.14] t (28) � 0.26, p � 0.798 [-0.18, 0.23]
Time 1: Mean (SD) 4.51 (0.64) 6.57 (0.67)
Time 2: Mean (SD) 4.56 (0.69) 6.55 (0.76)

2. Pearson correlation 0.72 0.73
3. ICC (95% CI) 0.72 [0.49, 0.86] 0.73 [0.50, 0.86]
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participants with outlying scores—thus demonstrating a high
degree of instability on Version B.

In contrast, and also prior to winsorizing, a small number of
between-version differences appeared to favor Version B.
Specifically, the prospect of effectively discriminating between
respondents on that version appeared to be higher because of its
broader SDs and ranges on composite scores. In addition, within
the test–retest analyses, the Pearson’s correlation and ICC were
both high on Version B, but mediocre on Version A.

After winsorizing, the comparative strengths of Version B
were either no longer as pronounced as they had been, or no
longer existed. For example, on Version B at Time 1, the SD of
the composite score became more similar to all four
composite-score SDs on Version A. More noticeably, after
winsorizing, the composite-score ranges on Version B more
closely resembled those on Version A, and the test–retest
Pearson’s correlations and ICCs became almost identical for
both versions as a result of those metrics rising for Version A
but falling for Version B.

Higher-Order Interpretations and
Reinterpretations
Influence of Number of Response Options
Some researchers have argued that more response options permit
greater differentiation among participants, presumably because
participants’ responses can be more nuanced (see Bandura, 2006;
Durksen et al., 2017). There are two indications that this did not occur
in our research. First, on both versions, participants tended to constrain
their responses within a span of two to four options. Second, the two
options at the lower extreme on Version B were almost totally ignored.
Overall, therefore, the five lowest options on Version B served much
the same purpose as the three lowest options on Version A.

These results support the view that having more than seven
response options confers little benefit. Four decades ago, Nunnally
(1978) claimed that scales with seven response options reach the
limit of reliability. Subsequently, Clark and Watson (1995) argued
that increasing the number of response options, for example, to
nine points, does not necessarily increase a scale’s reliability or
validity and could even reduce validity if respondents are unable to
make subtle distinctions, and Krosnick and Presser (2010) have
argued that meaningful distinctions are difficult to establish when
there are more than seven response options. Lozano et al. (2008)
used Monte Carlo simulations to compare scales with different
numbers of response options and found that both reliability and
validity improved as the number of options increased. However,
they concluded that the optimum number of options lies between
four and seven and that more than seven options produced
minimal improvements to the psychometric properties of a scale.

In the present research, there is even an intriguing possibility
that the additional options at the lower end of the continuum on
Version B emboldened some of its respondents to feel comfortable
commencing their responses below the middle three options but
not so far below those options that their choice could be considered
extreme. In being different from most of their fellow participants,
however, their decision to commence responding that way could
simultaneously have been a contributor to wider SDs because their

subsequent responses remained at that initial level or were
sometimes even lower.

Chang (1994) has discussed some of the above issues in terms
of trait variance as opposed to method variance, the latter
typifying Version B in this case by being associated with what
Chang characterized as a systematic error resulting from the
format of a scale rather than from genuine interparticipant
differences. Chang referred to the possibility of a greater
number of response options leading to “a systematic “abuse”
of the scale” (p. 212)—a possibility that appears to have been
manifested in Version B and might simply be conceived of as
measurement error.

Influence of Labels
The different patterns of responses on the two versions strongly
suggest that labels provide respondents with information about
where to commence, and continue, responding. The clearest
evidence of this is the large majority of respondents on
Version A initially choosing one of the three central response
options, the outer two of which were labeled. Because all
respondents tended to continue responding close to their
initial response, most composite scores on Version A fell
between the labels only moderately effective and quite
effective—indicating what could well be an appropriate target
for responses given that undergraduate students of education
might reasonably carry cautious optimism regarding their SET,
particularly if teaching practicums had not yet been part of their
course. In contrast, responses on Version B were more disparate
across the option continuum. Labels therefore seem to have
provided respondents with semantic focus.

If option labels carry this advantage, the wider SDs on Version
B could be largely attributed to participants beginning to respond
at more discrepant points on the option continuum in the
absence of meaningful support, and then continuing to
respond within a closely related band of options. This
tendency, in turn, could have increased the likelihood of
outliers that further widened the SDs on Version B. These
wider SDs are therefore likely not to reflect genuine
interparticipant differences in SET but to have been generated
primarily by lack of labels.

Because the distribution of scores on Version B differed
between the two times of administration, there is further
reason to mistrust interparticipant differences on that version.
Even subsequent to winsorizing, there were wider SDs on Version
B, and therefore the problems associated with minimal labeling
appear to be endemic. Discounting Version B’s wider SDs,
therefore, not only removes one of the few advantages that
Version B seemed to have over Version A (the ability to
distinguish between participants) but reveals Version B to be a
trap for unwary researchers because its apparently greater ability
to discriminate between respondents is likely to be spurious.

Even the prospect of greater interparticipant variability on
Version B because of its wider SDs is called into question by
Figures 1C,D with their high concentration of scores
immediately above the middle three options. Distinguishing
many participants from each other within those predominant
groups would have been no easier, and perhaps even more
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difficult, than distinguishing between many participants on
Version A.

Influence of Score Dispersion and Outliers
Some results in this study appear to be directly related to the
differences in response dispersion, particularly in relation to
outliers. The larger number of outliers among Version B’s items
could have contributed to the excessively high coefficient alphas on
that version, consistent with Liu et al. (2010) having demonstrated
that outliers “severely inflated” alphas on data obtained from
Likert-type scales (p. 5). Asymmetry among the outliers on
Version B could also have contributed to its high alphas (see
Liu and Zumbo, 2007). These undesirably high alphas could
therefore be relegated to the status of statistical artifacts that cast
Version B in an unfavorable light prior to winsorization.

When assessing test–retest reliability prior to winsorization, the
correlations and ICCs preferenced Version B over Version A.
However, for both versions these results were probably also
contaminated by statistical artifacts. On the one hand, lack of
variability in data, as there was in Version A, depresses correlation
coefficients (Chang, 1994; Goodwin and Leech, 2006) and ICCs
(Koo and Li, 2016). On the other hand, Vaz et al. (2013) have
demonstrated that both Pearson’s correlations and ICCs are
influenced by outliers, which were more prevalent on Version
B. These phenomena are likely to explain why, after removal of
data from participants with outliers, the Pearson’s correlations and
ICCs were almost identical for both versions. Judiciously
discarding extreme scores to increase the validity of metrics
concerning test–retest reliability for measurement of SET is
supported by Osborne and Overbay (2004) and Zijlstra et al.
(2007), who argued that removal of outliers is likely to produce
results that most accurately represent the population being studied.

Implications
The most salient implication arising from this research is that
measurement of SET is more likely to be reliable and valid when
based on a 7-point option range with labels at the odd-numbered
points than when based on a 9-point option range with labels at
only the outer extremes. In addition, however, we believe it is
evident that researchers should inspect their data for outliers (see
Liu et al., 2010), adjust those data if doing so appears to be
advisable (see Osborne and Overbay, 2004), and report any
difference in outcomes transparently (see Van den Broeck
et al., 2005; Zijlstra et al., 2011; Aguinis et al., 2013).

Results from this study also raise serious concerns about the extent
to which outliers and invalid score dispersionmight distort results and
interpretations in other studies. Zijlstra et al. (2011) pointed out that
outliers can produce biased estimates in regression analyses as well as
distortions to correlations and coefficient alphas. More troubling is
Goodwin and Leech (2006) having stated that outliers can affect the
whole family of statistics related to correlation, including regression,
factor analysis, and structural equationmodelling; Chan (1998) having
written that “no amount of sophistication in an analytic model can
turn invalid inferences resulting from inadequate design,
measurement, or data into valid inferences” (p. 475); and Ployhart
and Ward (2011) referring to “powerful methodologies [being used]
on rather pedestrian data” (p. 420).

This could have particular relevance for the measurement of
SET. For example, we have demonstrated that a variety of
findings exist concerning the TSES and its close variants with
regard to both number and composition of domains in factor
analyses (Ma et al., 2019). This variety of findings might to some
extent be produced by distorted, even deficient, data—including
outliers—that vary from sample to sample. Liu et al. (2012) have
indicated that magnitude and number of outliers can inflate or
deflate the number of factors produced in factor analysis.

Outlier influence could also raise serious concerns about the
validity of test–retest reliability when examining SET. Although
scores on Version B differed across the two times of measurement
in a number of respects and strongly indicate that responses on that
version were undesirably inconsistent, the initial Pearson’s
correlation and ICC in the test–retest analyses suggest a high
degree of consistency. However, when outliers were addressed,
those correlations dropped to become onlymoderate on Version B,
and they rose noticeably on Version A to the point that both
versions’ retest correlations were almost identical.

Possible Limitations and Rejoinders
This study could be regarded as limited by being restricted to only a
small number of specific participants (one cohort of Chinese
undergraduates). However, using these participants permitted a
high degree of matching and therefore any differences in the
results could be confidently attributed to differences in the
response options. Furthermore, parallel results emerge in other
studies with larger and more diverse samples. For example, when
we used a scale similar to Version A in research with samples of 366
preservice and 276 inservice teachers from China (Ma and
Trevethan, 2020), the means of their SET scores also lay close to
the option-rangemidpoint. So, also, did themeans of 246Norwegian
inservice teachers on several SET subscales in research by Skaalvik
and Skaalvik (2007) and the means of 348 Italian inservice teachers
in research by Avanzi et al. (2013)—with both studies having the
same combination of response options as Version A.

Conversely, mean SET scores were noticeably higher than the
option-range midpoint when scales similar to Version B had been
used in research with 90 preservice teachers from Australia (Ma
and Cavanagh, 2018) as well as with 640 preservice teachers from
Germany and 131 from New Zealand (Pfitzner-Eden et al., 2014),
438 preservice teachers from Germany (Pfitzner-Eden, 2016), and
342 preservice teachers fromGermany (Depaepe andKönig, 2018).

Furthermore, in the studies by Pfitzner-Eden et al. (2014) and
Pfitzner-Eden (2016), both of which had response options similar to
Version B, most SDs based on composite scores were broad, as had
been the composite-score SDs on Version B in our study prior to
winsorization. In addition, the coefficient alpha values in the Pfitzner-
Eden et al. (2014) and Pfitzner-Eden (2016) researchwere comparable
to the high alpha values in this study before wewinsorized the outliers.

It is therefore difficult to regard the findings in this research as
attributable to chance resulting from small sample sizes: Similar
results are evident in research with much larger samples.

Another possible limitation is this study being based on the
specific construct of SET. However, this construct has maintained
a considerable prominence in research about teachers and teacher
education in the last 4 decades (see Ma et al., 2019), so efforts to
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improve its measurement are worth pursuing. Furthermore, a
number of principles highlighted by this research could well have
general applicability, and therefore combinations of number and
labeling of response options might not have trivial and
inconsequential outcomes but, rather, outcomes that are
substantial and substantive across a range of contexts.
Furthermore, we have been able to provide other researchers
with parameters that might be taken into account when
considering the interaction of response options in their own
research lest data that are actually not good, appear to be good. In
addition, this study demonstrates that researchers should
examine their data carefully; allow that examination to inform
their analyses in ways that are appropriate and transparent,
particularly in relation to outlying data; and adapt scales if
doing so is likely to produce data of higher quality.
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APPENDIX

VERSION A: FULL SCALE

VERSION B: RESPONSE OPTIONS ONLY

Minimally
effective

Only moderately
effective

Quite
effective

Extremely
effective

1 Controlling disruptive behavior in the classroom 1 2 3 4 5 6 7
2 Motivating students who show low interest in schoolwork 1 2 3 4 5 6 7
3 Calming a student who is disruptive or noisy 1 2 3 4 5 6 7
4 Helping your students value learning 1 2 3 4 5 6 7
5 Crafting good questions for your students 1 2 3 4 5 6 7
6 Getting students to follow classroom rules 1 2 3 4 5 6 7
7 Getting students to believe they can do well in school work 1 2 3 4 5 6 7
8 Establishing a classroom management system with each group of students

1 2 3 4 5 6 7
9 Using a variety of assessment strategies 1 2 3 4 5 6 7
10 Providing an alternative explanation or example when students are confused

1 2 3 4 5 6 7
11 Assisting families in helping their children do well in school 1 2 3 4 5 6 7
12 Implementing alternative strategies in your classroom 1 2 3 4 5 6 7

Not at all Extremely
effective effective

1 2 3 4 5 6 7 8 9
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