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Results-based financing has guided the development of policies with measurable results

improving learning outcomes at micro/macro levels. However, it is then necessary to

identify factors which predict early and accurately favorable or challenging conditions for

learning. Learning outcomes depend on complex interactions betweenmultiple variables,

many of which are not fully understood. The objective was to develop valid and accurate

models predicting low and high levels of math performance and Vietnamese language,

using machine-learning algorithms, as part of an international large-scale project in

primary education in Vietnam. The models achieved very high accuracy (95–100%). A

strong common pattern has been found for both Math and Vietnamese language, for

the low and high levels of performance: the individual cognitive characteristics, physical

factors and daily routines/ activities of the child are very important predictive factors

of academic performance, as measured by student performance in the final Grade 5

test in math and Vietnamese, respectively. Parental expectations, pre-school attendance

and school trajectory of students have added relative importance in the classification. In

order to accurately identify an expected low or high academic performance outcome,

it is the full pattern of variables contained in the vector of information from each case

that should be considered. Because, although each variable in a particular vector has

a small contribution to the total predictive weight, it is the overall pattern containing

the interactions between these variables that carries the necessary information for

the accurate predictions. In addition, the identification of specific patterns for extreme

groups of performance provides the necessary guidance for more focused educational

interventions/investment and sound educational policies.

Keywords: prediction, machine learning, academic performance, educational outcomes, neural networks

INTRODUCTION

Vietnam’s success in PISA 2012 results, and its implications for the country’s educational outcomes
has been analyzed from different perspectives in previous research (Parandekar and Sedmik, 2016).
Although Vietnam has the lowest per capita income from all countries participating in PISA, it
outperforms other seven developing countries that took part in PISA 2012 (see Parandekar and
Sedmik, 2016, for a more detailed analysis).
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A series of studies using a multivariate regression approach
has shown the presence of a unique combination of resources,
investments in education, and cultural factors that have resulted
in: (a) students being more disciplined and focused in their
studies, (b) harder working teachers with close supervision
from school principals, and (c) committed and involved parents
with high expectations for their children. These conditions
could explain the gains observed in the performances in
Mathematics, Reading and Sciences. However, further analyses
have demonstrated that all these factors could explain only 50%
of the positive results of Vietnam (Parandekar and Sedmik,
2016). Modeling large amounts of multiple and complex data
in order to understand educational outcomes needs a robust
statistical approach. Current applications of artificial intelligence
include machine-learning approaches which can be used to build
predictive systems based on artificial neural network models
(ANN). These models are excellent pattern-recognizer tools,
which can use complex data to classify cases into desired outcome
categories (e.g., Neal and Wurst, 2001; White and Racine, 2001;
Detienne et al., 2003). This methodological approach, applied to
a large database of Vietnamese children and their educational,
social, and family background information, could lead to a
better understanding of specific patterns of socio-cultural and
individual differences contributing to their different levels of
math and language performance in school.

From previous research, it has become apparent that the
prediction of student performance with procedures which lead
to the development of models which maximize the predictive
accuracy of educational outcomes, could have many useful
applications (e.g., Walczak, 1994; Pinninghoff Junemann et al.,
2007; Fong et al., 2009; Kanakana and Olanrewaju, 2011;
Abu Naser, 2012). They can be used to optimize educational
outcomes, and thus, they could contribute to the advancement
oflearning theories and practice. It is precisely in educational
practices in classrooms and schools where a better identification
and a more comprehensive understanding of those variables
which are the best predictors of the future low performance
of some of the students would be of the greatest benefit. This
early diagnosis based on robust methods could be used for
the development of better educational policies which improve
the management of school resources, in order to implement
remediation and support programs at all levels of an educational
system, as well serving as an “early warning” indicator of
future system performance. Similarly, the early identification
of the best indicators of high performance, would allow the
understanding of many of the factors leading to successful
outcomes. In this way, these predictive tools would also allow
offering challenging tasks to overperforming students. Through
the knowledge of the interrelationships between the variables
leading to different levels of performance, we can achieve a
fine-tuning of instructional approaches, and social interventions,
according to the students’ needs.

The present study was based on existing data from the Young
Lives (YL) initiative, specifically those collected in Vietnam.
Young Lives data is a longitudinal study of childhood poverty
following the lives of 12,000 children in India (Andhra Pradesh),
Ethiopia, Peru, and Vietnam over 15 years (www.younglives.

org.uk)—to examine cognitive, mathematics and reading (or
vocabulary) skills. The general objective of this study was to
develop precise models estimating the combined impact of all
school and teacher characteristics as well as background and non-
school factors on student learning through a machine-learning
approach. Specifically, the objetive was to develop precisemodels,
using predictive systems based on ANN that can accurately
identify the high-achievers and the low-achievers amongst the
Vietnamese students, by identifying differential patterns of
factors that contributed to their mathematical and Vietnamese
performance. Once identified, some of those factors that play
a significant role in the characterization of their performance
could be the focus of further program implementations that
could have as their objective to raise the expected performance
of students predicted to be underachievers according to the
models developed.

Machine Learning and Artificial Neural
Networks
“Conceptually, a neural network is a computational structure
consisting of several highly interconnected computational
elements, known as neurons, perceptrons, or nodes. Each
‘neuron’ or unit carries out a very simple operation on its
inputs and transfers the output to a subsequent node or nodes
in the network topology” (Specht, 1991; Musso et al., 2013,
p. 46). “Neural networks exhibit polymorphism in structure
and parallelism in computation (Mavrovouniotis and Chang,
1992), and it can be represented as a highly-connected structure
of processing elements with parallel computation capabilities”
(Rumelhar et al., 1986; Musso et al., 2013, p. 46).

Traditional machine learning methods, such as support vector
machines (SVMs), decision tress (DT), random forest (RF),
nearest neighbor rule (NNR), showed equivalent performance as
classifiers over a broad range of databases and applications (Duin,
1996; Caruana and Niculescu-Mizil, 2006; Maroco et al., 2011).
However, ANN outperform traditional models if we consider an
average over a serie of metrics (Caruana and Niculescu-Mizil,
2006). Given our main objective was to maximize the precision
in the prediction of low and high levels of performance, we
selected ANN that “rarely perform poorly on any problem or
metric, they have excellent overall performance” (Caruana and
Niculescu-Mizil, 2006, p. 7), with the aggregate benefit of high
flexibility (Duin, 1996). Although other traditional techniques
like DT could offer a more easily interpretable or single picture of
the relationships between inputs and output, we have prioritized
the accuracy performance according to our goal.

A comparative study between all the machine learning
approaches which could be applied on the present problemwould
exceed the objective of this paper (see e.g., King et al., 1995 for a
comparative study). Nevertheless, we can summarize that ANNs
have several advantages over traditional methods:

a) They require fewer assumptions than traditional
statistical methods,

b) They model nonlinear complex relationships
among variables,
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c) They can handle data at all levels of measurement (nominal,
ordinal, interval, ratio),

d) They are robust as general estimators even with sets with
some missing and less reliable data.

e) As machine learning algorithms they are capable of adjusting
and improving over time, even when there is a gradual shift in
the incoming information.

f) Current development of fast and cheaper microprocessors has
meant that ANNs are available even in personal computers.

g) Applications of ANNs in the educational field have resulted in
the improved accuracy and predictive validity of the models,
resulting in the increased accuracy of the classifications.
(Boekaerts and Cascallar, 2006; Caruana and Niculescu-Mizil,
2006; Cascallar et al., 2006; Herzog, 2006; Lykourentzou et al.,
2009; Asselborn et al., 2018; Yildiz Aybek and Okur, 2018).

Conceptual Scheme of Comparative
Variables
Following the explanatory factors available in OECD’s PISA
framework (OECD, 2013), we organize the predictor variables
of the database into 15 sets or categories of factors at four
levels of analysis: Students, Parents, Teachers, and Schools. In
addition, we added one level of analysis named “Community”.
Appendix shows the 15 categories of factors by level of analysis
and variables.

Present Study
The main research questions of this study were: (a) Can
we predict with maximum accuracy those students with a
high (top 33%) and low (bottom 33%) level performance in
Vietnamese language and mathematics, at the end of Grade
5? (b) Which non-school factors most influence the low and
the high levels of academic outcomes? (c) Which school and
teacher factors most influence these outcome levels? (d) Which
is the participation of cognitive and non-cognitive, as well
as health and other individual factors, in mathematics and
language performance?

MATERIALS AND METHODS

Data Source
The Young Lives study is an international longitudinal study of
child poverty which has involved approximately 3,000 children
in four low-income countries [Ethiopia, India (Andhra Pradesh),
Peru and Vietnam] over a 15-year period. Two cohorts of
children are included in each country: 1994–1995 (n = 1,000
children) and 2000–2001 (n= 2,000 children).

In Vietnam, 20 sites were chosen for sampling, all situated
in five of Vietnam’s 63 provinces (Ben Tre, Da Nang, Hung
Yen, Lao Cai, and Phu Yen). They were purposely selected
to represent diverse socio-economic levels and geographic and
demographic areas. The wealthiest areas were excluded from the
country study. These samples are representative of the regions-
level populations, but they are not representative at the national
level. However, comparisons with the nationally representative
Vietnam Household Living Standards Survey (VHLSS) suggest

that the Young Lives sample is broadly representative of Vietnam
as a whole (see Ha, 2003; Barnett et al., 2013, for further detail).

Random selection of 100 children (6–18 months old in 2001–
2002), from each of 20 sites was carried out for the sampling
of the younger-cohort children. The attrition rate is <5% for
the Young Lives study, on average, and there is no evidence of
attrition bias.

Sample
Although the household survey includes 2,000 younger-cohort
children (born in 2001–2002), only data from 1,138 Vietnamese
students from the initial survey who were also included in the
schools survey were part of the present study. This sample
excluded those children who were not attending Grade 5 and
those students who had migrated) from the selected sites (57% of
the total Younger-cohort sample; for more details of the sampling
see Rolleston et al., 2013).

The mean age was 11.6 months (SD = 3.2) in the first round
(males = 50.5%; see Table 1 for age ranges in each round).
The distribution of socio-economic status was: 21.9% very poor,
18.4% poor, 46.4% average, and 13.3% not-poor with a higher
index (based on the health index constructed from household
quality, consumer durables, and services). A total of 20% of the
family groups had an urban residence.

Measures
Household Survey: Three Rounds
The analyses in this paper used the first three rounds of
the so called Household Young Lives Data from Vietnam,
which were collected in 2002 (Round 1), 2006 (Round 2), and
in 2009 (Round 3). We used measures obtained from three
questionnaires: household, child, and community questionnaires.

The household questionnaire involves data on parental
background, child health, livelihood and assets, socio-economic
status, attitudes, aspirations for their child, perceptions of the
caregiver, child’s weight and height, time-use data for all family
members, etc.

Measures from the child questionnaire include social
networks, time-use, attitudes and feelings, daily activities, their
experiences and attitudes toward work and school, their likes
and dislikes, how they feel they are treated by other people, and
their hopes and aspirations for the future, as well as reading and
mathematics scores.

The community questionnaire asks about the social, economic
and environmental context of each community covering various
topics such as ethnicity, religion, infrastructure and services.

School Survey
Data corresponding to the school survey were collected in
October 2011 from Grade 5 students, in 176 classes in 92
schools. Children completed a background questionnaire at
the start of the school year. Mathematics and Vietnamese
language tests were administered at the end of the
school year.

The school survey instruments included questionnaires for
principals, classroom teachers and students, an observation of
the school site and classroom facilities. In addition to the
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TABLE 1 | Household, cognitive and achievement measures administered in Young Lives.

Round 1:

Household Survey

Round 2:

Household Survey

Round 3:

Household Survey

Round 4:

Primary School Survey

Year 2002 2006-2007 2009 2011-2012

Age Ranges 6-18 months 4-5 years 7-8 years 9-10 years

Household & Community data Questionnaires Questionnaires Questionnaires Questionnaires

Cognitive tests Not Administered PPVT PPVT –

Reading test Not Administered Not Administered One item on reading and one

on writing. EGRA

30 items multiple-choice format.

Mathematics test Not Administered CDA One multiplication item.

Mathematic test

30 items multiple-choice format.

PPVT, Peabody Picture of Vocabulary Test; CDA, Cognitive Development Assessment; EGRA, Early Grade Reading Assessment. Adapted from Cueto and León (2012).

tests for the students in mathematics and Vietnamese language,
there were tests for the teachers in those classrooms on the
“pedagogical content knowledge” of the corresponding subjects
(math or language).

In addition, a background questionnaire was completed by the
students to collect information about their homes, families and
education-related resources, time-use in general and, specifically
about time spent on homework and attendance to extra classes.

Non-cognitive and self-regulation factors at the student
level were measured with a 4-point Likert-scale questionnaire
designed to assess attitudes, feelings, motivation to succeed at
school, participation in class, academic self-concept and social
network, and bullying (see Appendix for all the variables).

Cognitive factors were measured through several tests:
the Peabody Picture of Vocabulary Test (PPVT), Cognitive
Development Assessment (CDA), Early Grade Reading
Assessment (EGRA), one item reading and a mathematics
test (psychometric properties established in the analyses of these
tests are very well documented in Cueto et al., 2009; Cueto and
León, 2012; See Table 1).

“The Peabody Picture Vocabulary Test (PPVT) is a widely
used test of receptive vocabulary with a high reliability (Cueto
and León, 2012). It was originally developed in English in 1959
and has been updated several times” (Cueto and León, 2012, p. 6).
In the Young Lives study version III was used (204 items; Dunn
and Dunn, 1997). In this test, four pictures are presented on a
board for the child to choose the one that “best represents the
meaning of a stimulus word presented orally by the examiner.
All items in the test are not expected to be administered. Instead,
the fieldworker has to administer enough items to establish a
ceiling and a baseline” (Cueto and León, 2012, p. 6). “The test was
translated into each country’s main languages by the local team
and verified by a local expert before the pilot study conducted
prior to the second round of data collection” (Cueto et al.,
2009, p. 13).

The Cognitive Development Assessment (CDA) “was
developed by the International Evaluation Association (IEA)
during the second phase of the Pre-Primary Project in order to
assess the effect of attending a pre-school center in the cognitive
development of 4-year-old children” (Cueto et al., 2009, p. 13).

The test has three subsets: spatial relations, quantity, and time.
“For the second round of YL it was decided to administer only
one quantitative subset of the CDA. In the quantity subscale, the
task was for children to pick an image from a selection of three
or four that best reflected the concept verbalized by the examiner
(e.g., few, most, nothing, etc.). This subscale had 15 items and
all had to be administered to the child. Each correct answer was
scored 1 point, with 0 points for wrong answers or no response,
amounting to a maximum total score of 15 on the CDA quantity
subscale” (Cueto et al., 2009, p. 14).

The Early Grade Reading Assessment (EGRA) is a test that was
developed with the support of USAID. It is “an oral assessment”
designed to measure the most basic foundation skills for literacy
acquisition in the early grades: recognizing letters of the alphabet,
reading simple words, understanding sentences and paragraphs,
and listening with comprehension” (United States Agency for
International Development., 2020). The reliability index was
considered acceptable (>0.60; Cueto and León, 2012).

Achievement Items: in Round 1, 2, and 3 of the household
survey, the Young Lives team administered three achievement
items to the children. The first focused on reading, the second
on writing, and the third on mathematics. “The original reading
item consisted of three letters (‘T, A, H’), one word (‘hat’), and
one sentence (‘The sun is hot’). For the original writing item
children were asked to write ‘I like dogs.’ Finally, for the original
mathematics item children were asked to multiply 2× 4” (Cueto
and León, 2012, p. 5). The reliability of the achievement tests were
considered acceptable for research purposes (>0.60; Cueto and
León, 2012).

Mathematics and Vietnamese Tests: both instruments in each
of these areas consisted of 30 multiple-choice items and were
developed in consultation with curriculum experts from the
Vietnamese National Institute of Educational Sciences (VNIES)
who checked that they corresponded to the national curriculum
and had am adequate coverage of the curriculum content. These
items were also alignedwith those employed in theMOET/World
Bank Grade 5 Study to measure learning levels in relation to
curricular expectations, covering key subject domains at a range
of levels of cognitive demand. Both tests have very good reliability
(Math Test, α = 0.860; Vietnamese Language Test, α = 0.831).
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TABLE 2 | Descriptive measures of vietnamese and math scores.

Vietnamese Score Math Score

N 1136 1136

Mean (SD) 20.02 (5.39) 18.27 (5.79)

Skewness (SE) −0.764 (0.07) −0.306 (0.07)

Kurtosis (SE) 0.296 (0.14) −0.169 (0.14)

Percentiles 33 18.0000 16.0000

(Cut-off values) 66 23.0000 21.0000

The descriptive statistics of the two performance measures are
presented in Table 2.

Data Analyses
Through an extensive examination of the longitudinal data from
Young Lives, several variables from different categories were
identified as being those shown to have the most explanatory
connection tolearning outcomes in the research literature. These
categories were individual biological and cognitive variables,
socio-economic factors and environmental variables. All of
these variables were integrated into a manageable number of
194 variables (including original and constructed variables; see
Appendix) suitable for computer coding within the context of
the ANNmodeling. In order to do that, we have constructed new
variables by adding together a number of items or aggregating
several original variables and including them into mini-scales.
The aggregation of the variables was intended to create more
meaningful categories for the analyses. They were carried out
by three expert judges in the content area, and all decisions had
to reach a consensus among the expert team. Below are two
examples from the school and the household surveys:

Example 1: One important element of the school survey
asks about teacher attitude and aims at accessing the teacher’s
own perception of his/her own ability in teaching or dealing
with difficult students, and as a summary of the teacher’s
efficiency. A four-point Likert scale of 20 items (ranging from
“strongly agree” to “strongly disagree”) was employed as part
of the teacher questionnaire. Two factors were identified in this
instrument, explaining 25% of the variance, after performing
an Exploratory Factor Analysis (Maximum Likelihood method,
Varimax rotation, KMO = 0.76). The first factor includes
10 positive items (example; “If I really try hard, I can get
through even the most difficult or unmotivated students”;
Cronbach’s alpha = 0.76). The second factor consists of 10
negative items (example; “If parents would do more for their
children, teachers could do more too”; Cronbach’s alpha =

0.63). It was important to see the independent contribution of
those positive and negative attitudes in terms of their effect
on educational outcomes at the top and bottom ranges of the
students’ performance scales.

Example 2: To construct “Total value of home assets” we
first calculated a value for every single asset type owned by the
household by multiplying a dummy variable which take the value
of 1 if a household owns at least one of each consumer durable
item multiplied by the number of those durable item assets

owned by the household and the value that the household would
fetch if they were to sell each of those items. We then aggregate
the results for all item sets mentioned in the questionnaire (TV,
radio, fan, etc.).

Artificial Neural Networks
This research utilizes a predictive methodology to describe
the expected level of performance to be reached by each
student (and/or aggregate of students). The expected levels of
performance, in mathematics and Vietnamese language, are
measured by tests administered at age nine/ten, in Round 4
(R4) of the YL data collection effort. All input variables in the
predictive models are introduced from all the data collected
up to that point, which include the several cycles of data
collection throughout their schooling, in grades 1, 3, and 5 (in the
various Rounds of data collection). The predictive classification
mathematical models obtained, each represent a model of the
results observed in R4 testing, which takes into account not
only the individual effect of each predictor variable, but also the
complete set of complex interactions among all the predictors.
This predictor set is the basis for the input layer of each
mathematical model developed.

The output of the predictive model is a classification of the
expected performance of each individual student, placing them
in the top or lower 33% of the ranking in each one of the areas
(mathematics and Vietnamese language; see the cut-off values
in Table 2). Both scores used as output (tests for Vietnamese
language and for mathematics) had an approximately normal
distribution with skewness and kurtosis close to zero (see
Table 2). First, we focus on two separate levels of performance
(low and high) in different models in order to analyze
specific patterns of variables predicting each group level. Which
predictors contribute to identify a low or high performance
compared to the rest? Then, we focus on the common variables
analyzing both levels in one model. One of the main research
questions was the identification of all possible different predictors
for each of the two extreme performance groups. The goal being
to identify any predictor that could be an antecedent of a certain
outcome, so as to suggest possible interventions, particularly for
predictors that could have occurred in early Rounds of the study.

Multilayer perceptron artificial neural networks (involving
supervised training of the ANNs), using a backpropagation
algorithm were used for each targeted performance group. All
models were devoleped using IBM SPSS Statistics version 24. In
order tomaximize the total accuracy and the predictive precision,
all ANN architecture parameters were adjusted. Parameters
such as learning rate, momentum, number of hidden layers,
transfer functions and number of nodes were adjusted for
each model, and their values set so as to minimize errors
in the predictive classifications. In addition, the quality of
the models was evaluated determining confusion matrices and
ROC analyses for each ANN. The search for the “best model”
for each of the ANN in the study was carried out in a
systematic grid-like fashion, following a methodology suggested
by Rodriguez Hernandez, Musso, Cascallar & Kyndt (submitted,
2019). It involved evaluating the outcomes of the various models
attempted, systematically exploring the use of two activation
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TABLE 3 | Architecture of ANN models.

Measures ANN1: low 33%

math performance

ANN2: high 33%

math performance

ANN3: low and

high 33% math

performance

ANN4: low 33%

vietnamese

performance

ANN5: high 33%

vietnamese

performance

ANN6: low and

high 33%

vietnamese

performance

Cross-entropy error

stopping error

1.775

A stopping rule of 1

consecutive step

with no decrease in

error

0.78

A stopping rule of 2

consecutive steps

with no decrease in

error.

0.053

A stopping rule of 2

consecutive steps

with no decrease in

error

0.980A stopping

rule of 2 consecutive

steps with no

decrease in error

2.364

A stopping rule of 2

consecutive steps

with no decrease in

error

0.970

A stopping rule of 2

consecutive steps

with no decrease in

error

Number of

predictors

135 132 130 133 133 128

Number of

covariates

61 61 56 61 61 56

Method for rescaling

covariates

Standardized

method

Standardized

method

Standardized

method

Standardized

method

Standardized

method

Standardized

method

Number of hidden

layer

2 hidden layers

First 20 units

Second 15 units

1 hidden layer with

12 units

1 hidden layers

with 15 units

1 hidden layer with

15 units

1 hidden layer with

10 units

1 hidden layer with

10 units

Activation function

for hidden layers

Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent Hyperbolic tangent

Output layer 2 units 2 units 4 units 2 units 2 units 4 units

Activation and error

function for output

layer

Softmax, and the

error function the

cross-entropy

Softmax, and the

error function the

cross-entropy.

Softmax, and the

error function the

cross-entropy.

Softmax, and the

error function the

cross-entropy.

Softmax, and the

error function the

cross-entropy.

Softmax, and the

error function the

cross-entropy.

functions, with several values of learning rate and of momentum,
with one and two hidden layers and automatic adjustment of
the number of nodes. The best models identified are the ones
which presented the best results in the performance measures,
as reported in Table 4.

Results included the predictive classifications, as well as the
relative and absolute importance (predictive weight) of each
input variable.

In order to develop the models to be used in exploring the
issues addressed by the research questions, a full set of ANNs
was developed. These models used two dependent variables,
performance in the mathematics and in Vietnamese Language
tests. These tests were administered at the end of the year in
Round 4 of the YL data collection program. The models had the
following objectives:

Model 1: Classified between students with the lowest 33%
performance in the Mathematics test and the rest of
the students.
Model 2: Classified between students with the highest
33% performance in the Mathematics test and the rest of
the students.
Model 3: Classified between students with the lowest 33%
and with the highest 33% performance levels in the
Mathematics test.
Model 4: Classified between students with the lowest
33% performance in the Vietnamese test and the rest of
the students.
Model 5: Classified between students with the highest
33% performance in the Vietnamese test and the rest of
the students.

Model 6: Classified between students with the lowest 33%
and with the highest 33% performance levels in the
Vietnamese test.

Although the research questions could have been addressed
simply by the development of Models 3 and 6, which classified
both the “high 33%” and the “low 33%” performance groups
simultaneously within the same model, the other models were
developed to explore the possibility of better results if for
some reason either extreme group needed to be identified with
maximum accuracy.

ANN Procedure
The procedure chosen for the development of the ANN models
and the evaluation of the results involved splitting the dataset
into three randomly selected sets: (a) a training set, consisting
of 60% of the sample for each model; (b) a validation set
(20% of the sample), and (c) a hold-out set of data (20% of
the sample).

The architecture for each ANN model is presented in
Table 3. In training, the system sets out to develop a model
of parameter weights using the predictor variables that could
minimize the error with the output as specified in the model
and which is provided to the analysis. It utilizes the vector
matrix containing all predictor variables for each student and by
recalculating the parameter weights between the predictors and
their interactions, it develops a model that minimizes the error
with the expected outcome. These patterns are modified as the
data from each student is introduced into the analysis. The model
therefore “learns” to distinguish between those patterns which
characterize the group which attained a certain performance
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level, as contrasted to students who do not belong to this group
(or who belong to another specified level). Therefore, the correct
classification for each record is known to the network, so that
the output node can be assigned a “correct” or “incorrect”
classification. Then, according to the algorithm used, in our
case backpropagation, the network uses the error term to adjust
the weights in the hidden layer in order to minimize the
error, and gradually improves the classification outcome through
an iterative learning process. During this training process the
network uses the same set of data as the connection weights
are progressively refined. Each ANN contained the same input
predictors. Each model contained one or two hidden layers, with
several units. The output layer consisted of two units, namely
the categories to which the students belong or do not belong.
In all ANN models, there was an activation function used for
the hidden layer, and a second activation function for the output
layer, with an error function. The ANN gives preliminary weights
to each predictor and its interactions and changes these weights
as the learning progresses.

Once the NN model has reached a predetermined stopping
criterion, it runs the same model on the randomly selected
sample of cases that were not in the training set. This is
the validation phase, in which the same parameters obtained
during training are applied to the new data set, not previously
shown to the network or used for training. This validation set
(20% of the total sample) is a data set in which the correct
classification for each vector is not given to the network. As the
network classifies these cases, the accuracy of the classification is
observed to evaluate the network and to observe any evidence of
overfitting. Finally, the hold-out set is used for final testing of the
network configuration and obtain an evaluation of the network
in a true generalization of its functioning, estimating the actual
predictive power of the network model (fixed from the training
and validation phases) on a different random set of data that
has not been part at all of the training and validation process.
The parameters were never directly optimized for this hold-out
testing set, thus, it diminishes the risk of overfitting the data
and the model algorithms are forced to generalize to previously
unseen data, and it is a measure of how well it can identify the
presented vectors of information into the output categories.

The predictive weight for each of the variables participating
in these models was established, as well as the predictive weight
for the categories in which these participating variables were
grouped. These categories represented conceptual groupings
of the variables collected in the YL program, and which had
been found to have enough responses and variation in order
to provide information for the neural network models. In
addition, several comparisons were also carried out, comparing
the predictive weight of these categories, as well as comparisons
of the difference in predictive weights for each of the terms of
the comparison.

RESULTS

Results for each ANN model are presented in Table 4. These
measures provide a means of determining the quality of the
solutions offered by the neural network models designed.

Accuracy for the “target group” (Low or High 33%) and
Accuracy for the “rest” group are the percentages of the correct
classification in each group. Recall (or Sensitivity) refers to the
“proportion of correctly identified targets, out of all real targets
presented in the set. Precision represents the proportion of
correctly identified targets, out of all identified targets by the
system” (Musso et al., 2012, p. 3). Specificity is “the proportion
of correctly rejected targets from all the targets that should
have been rejected by the system” (Musso et al., 2012, p. 3).
“The F1-Score is the harmonic mean of Precision and Recall,
taking both false positives and false negatives into account.
Therefore, it is a more comparable measure across studies with
different proportions of classes” (Asselborn et al., 2018, p. 42)
The area under the ROC curve (which considers Sensitivity and
Specificity) is a rank metric that measure “how well the positive
cases are ordered before negative cases and it can be viewed
as a summary of the model performance across all possible
thresholds” (Caruana and Niculescu-Mizil, 2006, p. 162).

In addition to developing specific models for the predictive
classification of “high 33%” or “low 33%” performance groups
in each of the academic areas (math and language), two
additional ANN models were developed. Each of them (one for
math, another for language) consisted in a model to accurately
classify simultaneously (that is within the same model, both
the “low” and the “high” performance groups (as oppose to the
previous models which classified either “low” or “high” predicted
performance vs. “the rest”).

Contribution of Predictors for Math
Performance
Table 5 shows the top 20 variables by predictive weight for each
of the two performance levels (Math Low 33%, Math High 33%).

Results from the predictive model for those students expected
to be in the highest 33% of Math Performance, have shown that
the top three categories of predictors with the most significant
participation were: Cognitive Factors, Child Physical Factors and
Health, and Child routines and habits (see Figure 1). In addition,
Household Socio-Economic Status, Student Pre-school & School
trajectory, as well as Teacher Background, Qualifications, and
Attitude, also add predictive weight to the classification of these
high performers.

For low performers in Math (low 33%), the pattern
of those predictors contributing to the prediction were
similar (see Figure 2). However, in order to identify the
differential contribution of each category of variables for each
performance level, the differences between them were analyzed
(see Figure 3):

• For the discrimination of low performers in Math (33%):
Child Physical/Health, Cognitive Factors, Teaching Vietnamese
& Math, HH Socio-Economic Status, and Child pre-
school/school trajectory, had more weight compared with
the discrimination of those students belonging to the highest
33% of Math performance.

• For the discrimination of high performers in Math (33%):
Child routines and habits, Non-cognitive factors & Self-
regulation, HH background & Education, Parental and
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TABLE 4 | Measures for ANN models.

Measures ANN1 ANN2 ANN3 ANN4 ANN5 ANN6

Low 33%

MP

High 33%

MP

Low 33%

MP

High 33%

MP

Low 33%

VP

High 33%

VP

Low 33%

VP

High 33%

VP

VALIDATION Accuracy for the

target group

100% 100% 100% 100% 100% 100% 100% 100%

Accuracy for the rest

group

95% 100% 100% 100% 100% 100% 100% 100%

Precision

TP/(TP+FP)

0.95 1 1 1 1 1 1 1

Sensitivity or Recall

TP/(TP+FN)

1 1 1 1 1 1 1 1

Specificity

TN/(TN+FP)

1 1 1 1 1 1 1 1

Overall Accuracy

(TP+TN)/(TP+FP+FN+TN)

0.98 1 1 1 1 1 1

F1 Score (harmonic

mean of PPV & TPR)

2TP/(2TP+FP+FN)

0.98 1 1 1 1 1 1 1

Area under the curve 1 0.991 1 0.999 0.997 0.981 0.959 0.978

HOLD-OUT Accuracy for the

target group

100% 87.5% 100% 100% 88.9% 93.7% 100% 80%

Accuracy for the rest

group

93.3% 91.7% 87.5% 83.3% 90.9% 88.9% 80% 100%

Precision

TP/(TP+FP)

0.67 0.88 0.50 0.75 0.89 0.94 0.50 1

Sensitivity or Recall

TP/(TP+FN)

1 0.92 1 1 0.91 0.89 1 0.50

Specificity

TN/(TN+FP)

0.93 0.92 0.87 0.83 0.91 0.89 0.80 1

Overall Accuracy

(TP+TN)/(TP+FP+FN+TN)

0.94 0.90 0.89 0.90 0.92 0.83

F1 Score

(harmonic mean of

PPV & TPR)

2TP/(2TP+FP+FN)

0.80 0.88 0.67 0.85 0.89 0.94 0.67 0.88

Area under the curve 0.999 0.990 1 0.999 0.998 0.995 0.959 0.978

Child General Background, Parental Expectations, Principal
Information & School Management, and Teacher Background,
Qualification & Attitudes had more weight compared with the
discrimination of those students belonging to the low 33% of
Math performance.

The predictive model for low and high 33% of Math performance
(simultaneously) shows that Child Physical/ Health, Cognitive
Factors, HH Socio-Economic Status, and Child routines/habits are
the most important variables contributing with more predictive
weight (see Figure 4).

Regarding the research question about the contribution of
school characteristics on both extreme 33% groups of Math
Performance (considered at the same time), the category
Teacher background, qualification and attitudes provides the
most predictive weight, with a minimum participation of
Information about the principal and school management, and
General characteristics of the school and classroom (see Figure 4).

However, Background, qualification and attitudes of the
teacher, together with Principal information and school
management, had more weight for high performers compared
with low performers in math. On the other hand, Teaching of
(Vietnamese) or Math (experience) had more importance for low
performers in math (see Figure 3).

Contribution of Predictors for Vietnamese
Language Performance
Table 6 shows the top 20 variables by predictive weight for
each of the two performance levels (Vietnamese Low 33% and
Vietnamese High 33%).

The most important three categories of variables identifying
the highest 33% students for Vietnamese performance, were
Child physical factors/health, Cognitive factors, and Child
routines/habits. Household Socio-Economic Status, and Student
pre-school/School trajectory, are next in terms of added predictive
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TABLE 5 | Top 20 variables by predictive weight for math performance levels.

MATH-low 33%—Independent variable importance MATH-high 33%—Independent variable importance

At what age did this child start formal school? Reading and Writing Duration in minutes

Days per week attending preschool Days per week attending preschool

Reading and Writing Duration in minutes Total words read at 60 s

Number of days absent in current school year At what age did this child start formal school?

Words per minute (paragraph) Number of days of professional/in-service training in the last academic year

Total words read at 60 s Words per minute (paragraph)

EGRA Global score—Factor EGRA Global score—Factor

Total correct words in 60 s How many days has the pupil been absent this academic year?

Words per minute Words per minute

Number of hours NAME spends in a typical day on—studying at home During last academic year how often was your work as a teacher in this school

EGRA Rasch Global score—Factor Number of days absent in current school year

Number of minutes class studies Math each week EGRA Rasch Global score—Factor

How many days has the pupil been absent this academic year? Total correct words in 60 s

During last academic year how often was your work as a teacher in this school Number of days school closed for unforeseen circumstances in last academic year

EGRA (reading + oral) Rasch score—corrected Math Rasch score—corrected

Math Rasch score—corrected EGRA corrected Global score—Factor

Number of days of professional/in-service training in the last academic year Number of hours NAME spends in a typical day on—school

Hours that child spent studying outside school on a typical day according to HH Age of child first attended preschool

By the end of this school year what is the total number of years you will have bee Hours that child spent at school on a typical day according to HH

EGRA corrected Global score—Factor By the end of this school year what is the total number of years you will have bee

weight in the classification of the high 33% performers in
Vietnamese (see Figure 5).

The predictive model for those students expected to be in
the lowest 33% of Vietnamese performance has shown that
the top three categories of predictors with the most significant
participation were Cognitive factors, Child physical factors/health,
and Child routines/habits (see Figure 6).

In order to identify the differential contribution of each
category of variables for each Vietnamese performance level, the
differences between them were analyzed (see Figure 7):

• For the discrimination of low performers in Vietnamese
(low 33%): Cognitive factors provided more information
than for the discrimination of high performers (high 33%).
In addition, Non-cognitive factors & Self-regulation, Child
physical/health, and HH Socio-Economic Status, were more
important for the discrimination of low performing students,
compared with those students belonging to the high 33% of
Vietnamese performance.

• For the accurate discrimination of high performers in
Vietnamese (high 33%): HH background & Education,
Teacher Background, Qualification & Attitudes,Child pre-
school/school trajectory, Child Routines/habits, Teaching
Vietnamese or Math, and School information had more
predictive weight, than the weight these categories had for the
discrimination of those students belonging to the low 33% of
Vietnamese performance.

The predictive model for the simultaneous discrimination of
students in the low 33% and high 33% groups of Vietnamese
language performance, has shown that Cognitive Factors, Child

Physical/ Health, and Child routines/habits, are the most
important predictive categories.

Regarding the research question about the contribution
of school characteristics on both extreme groups (low and
high 33%) of Vietnamese performance (considered together),
Teacher background, qualification and attitudesis the most
important predictive category, with a lesser participation of
Teaching Vietnamese (or Math) (experience), Information about
the principal and school management, and General characteristics
of the school and classroom.

The categories of Background, qualification/attitudes of
the teacher, Teaching of Vietnamese or Math, and School
information, had more predictive weight for high performers
(high 33%) compared with low performers (low 33%) in
Vietnamese language.

Predictive Weights of School-Related and
Teacher Factors
A secondary analysis was carried out to determine the total
predicted weight of the variables with the largest weight in the
categories involving Teaching/Teacher, School Information and
Management, and Attendance to Pre-school/Access to school.
Table 7 shows the values obtained for the total weight in
each of those categories, as well as the weights obtained for
the top 4 predictors in the ANN analyses. If we consider
the predictive weights of the top 20 predictors related to the
school for each level of performance, they represent 20.93% for
Low Math performance, 21.98% for High Math Performance,
21.76% for the prediction of Low Vietnamese performance, and
21.42% for High Vietnamese performance. The total predictive
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FIGURE 1 | Comparative observed predictive weight contribution for the high 33% of math performance by each of the categories of predictor variables.

weights of school and teacher variables represent: 46.40% for
Low Math performance, 46.19% for High Math performance,
43.93% for Low Vietnamese performance, and 44.98% for High
Vietnamese performance.

DISCUSSION

Overall, if we consider the results obtained for the classification
of the four groups of interest (low and high 33% of each
of two subjet areas), we observe that the ANNs performed
remarkably well. If we observe the very good results obtained
in the validation and hold-out phases for precision and recall,
it is possible to evaluate the networks considering precision as

associated with Type I errors (minimizing false positives), and of
recall (sensitivity) as related to Type II errors (minimizing false
negatives). In this case, the good precision results indicate that
the algorithms of the networks classified correctly substantially
more cases relevant to each category than irrelevant ones. The
very satisfactory recall values indicate that the models classified
correctly most of the relevant cases. Similarly, if we observe the
high specificity values, we can infer that the network algorithms
are correctly classifying those students that do not belong to the
“target” group in the respective analysis (that is, it represents
the rate of actual true-negatives). The ROC analysis carried out
evaluates the usual trade-off between sensitivity and specificity,
and is a useful diagnostic tool of the quality of the model, and
the resulting area under the curves a measure of the effectiveness
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FIGURE 2 | Comparative observed predictive weight contribution for the low 33% of math performance by each of the categories of predictor variables.

of the classification taking into account the trade-off (technically
speaking, the trade-off between true positive classification rates
and the false positive classification rates (1-specificity), that is
probability of detecting a member of the target classification vs.
the probability of a false alarm (classifying a student as a member
of the target group, when in fact it is not). A perfect classification
wold have an area of 1. As explained before, the F1 measure, as
a measure of the network’s algorithm accuracy, is the harmonic
average of the precision and recall (an F1 score’s best value is 1, if
it has perfect precision and perfect recall. It is a good measure
to compare the quality achieved by the different networks (in
this study, it ranges between 0.80 and 0.94) indicating a fairly
even and good balance in the algorithms. All of these indicators
provide a good comparative and individual view of the quality of

the ANN models developed, and show ANNs that have achieved
a very good level of effectiveness and very good generalization of
the results.

The results from all the predictive models using ANN have
made possible to detect which set of predictors and how they
contribute specifically for each low and high performance (Math
and Vietnamese language), on the one hand, and common
processes across all students, on the other hand.

A strong common pattern has been found for both Math
and Vietnamese language, and for the low and high levels of
performance: individual cognitive characteristics, physical factors
(nutritional status, anthropometry), and daily routines/activities
of the child are the most important predictive factors of
academic performance, as measured by student performance in
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FIGURE 3 | Differential contribution of each category of variables for each math performance level, according to the observed predictive weight.

the final Grade 5 test in math and Vietnamese, respectively.
Household socio-economic status, pre-school attendance and
school trajectory of students have also added predictive weight to
the classification. But, it is the combined effect of the full vector of
information provided by the complete set of predictor-patterns of
the variables for each student that can very accurately model the
lowest 33% and the highest 33% levels of performance.

However, if we consider the differential contribution of
each set of inputs for the two different math performance
levels considered (low 33% and high 33%), the cognitive and
physical factors, and some aspects of the teaching of math
provided the most predictive weight for the discrimination
of the lowest performance level, indicating that these groups
of predictor variables provided important information for
the classification of the low-performing student group. These
results are consistent with extensive previous literature that has
demonstrated the crucial role of working memory and attention
as cognitive processes in mathematical ability, reasoning,
academic achievement and problem solving (e.g., Passolunghi
et al., 1999; Engle, 2002; Fuchs et al., 2005; Passolunghi and

Pazzaglia, 2005; Checa et al., 2008; Musso et al., 2012; Musso,
2016). Previous studies have also stated the negative impact
of inadequate nutrition on the development of WM (Boucher
et al., 2011). From a classical statistical approach, a study using
the same YL database from Vietnam has also found that child
characteristics related to health and ability play a significant role
in educational outcomes (Grijalba Espinosa, 2017).

On the other hand, and consistent with previous studies,
the teaching, environment and self-regulation factors are more
important for the discrimination of the high performers in
math, compared to the low math performers (Musso et al.,
2013). The most important environmental factors are: the
teacher’s qualifications and attitudes, the experience of the
teacher, background and education of the parents and child,
parental expectations regarding the child’s achievement, and
the principal’s information and school management. Although
individual cognitive and physical characteristics of the child
also contribute to performance, these seem to be much less
discriminating among high performers once they reach certain
threshold levels needed for basic math performance (Musso et al.,
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FIGURE 4 | Comparative observed predictive weight contribution for extreme level of math performance by each of the categories of predictor variables.

2013). Family characteristics such as socio-economic status and
academic support also have been found strongly associated with
cognitive achievement in previous studies using the same YL
dataset (Grijalba Espinosa, 2017). In addition, the present study
contributes with information regarding the specific weights of
the variables corresponding to students with different levels of
performance. In addition, given that the effects and interaction
effects between all cognitive, non-cognitive and social variables
at different levels are not linear and unidirectional, ANN are a
powerful tool of analysis.

The predictive modeling of Vietnamese language performance
has shown similar patterns: physical/ health factors, cognitive
factors, and child routines and habits appear to contribute with
more predictive weight to the classification of both high and
low performers. However, if we compare each category for
both performance levels, cognitive factors are more important
for the accurate classification of low Vietnamese language
performance students. The importance of cognitive processing
for verbal abilities, language learning, reading comprehension,
and writing have been documented in the literature (e.g., Engle,
2002; Unsworth et al., 2009). Therefore, at the lowest level of
Vietnamese language performance, these basic predictors provide

important information to discriminate those students who are
not able to achieve good language performance.

Contribution of School and Teacher
Factors
Regarding the contribution of school and teacher characteristics
on both extreme groups (low 33% and high 33% performers),
additional important findings resulted from the ANN models.
For Math performance, the variables under the category Teacher
background, qualification and attitudes of the teacher category
(number of days of professional/in-service training in the last
academic year, years of experience in the same grade, positive
and negative attitudes, highest level teacher training qualification
received, number of days of professional/in-service training in
the last academic year, and extra work or private tuition to
supplement income) are the most important predictors for an
accurate classification.

A similar pattern was found for the contribution of school
and teacher characteristics for both extreme groups (low 33%
and high 33% performers) of Vietnamese language performance.
Some variables of the Teacher background, qualification and
attitudes of the teacher category are found to be the most
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TABLE 6 | Top 20 variables by predictive weight for vietnamese performance levels.

VIET-low 33%—Independent variable importance VIET-high 33%—Independent variable importance

Reading and Writing Duration in minutes Reading and Writing Duration in minutes

Number of days absent in current school year Number of days absent in current school year

Days per week attending preschool At what age did this child start formal school?

EGRA Global score—Factor Days per week attending preschool

Total words read at 60 s Words per minute (paragraph)

EGRA rasch Global score—Factor During last academic year how often was your work as a teacher in this school ev.

At what age did this child start formal school? How many days has the pupil been absent this academic year?

Number of minutes class studies Vietnamese each week EGRA Global score—Factor

Math Rasch score—corrected Number of hours NAME spends in a typical day on—studying at home

How many days has the pupil been absent this academic year? Number of minutes class studies Vietnamese each week

EGRA corrected Global score—Factor Hours that child spent at school on a typical day acc to HH

Number of hours NAME spends in a typical day on—school Total words read at 60 s

Number of days of professional/in-service training in the last academic year Total correct words in 60 s

Words per minute Number of hours NAME spends in a typical day on—school

Number of hours NAME spends in a typical day on—studying at home EGRA (reading + oral) rasch score—corrected

Words per minute (paragraph) Math Rasch score—corrected

Number of years as principal of primary schools Words per minute

EGRA (reading + oral) rasch score—corrected Total words read at 60 s—Section B

Total words read at 60 s—Section B By the end of the school yr how many years have you been a Grade 5 teacher

During last academic year how often was your work as a teacher in this school EGRA corrected Global score—Factor

important predictors (“During the last academic year how often
was your work as a teacher in this school evaluated,” years of
experience in the same grade, positive and negative attitudes,
highest level of teacher training qualification received, number
of days of professional/in-service training in the last academic
year, etc.).

However, the Background, qualification and attitudes of the
teacher category, together with the Principal information and
school management category, hadmore predictive weight for high
performers in math compared with low performers in math. On
the other hand, the teaching of Vietnamese or Math category
(number of minutes of class studies in Math each week, number
of Math homework task-sets each week, difficulty level of Grade
5 Math textbooks, and teacher specialization in Math in post-
secondary education) had more importance for low performers
in math.

The Background, qualification/attitudes of the teacher,
Teaching of Vietnamese (or Math), and the school information
categories, had more weight for high performers compared with
low performers in Vietnamese language. On the other hand,
for low performers, factors related to the “student” categories
were more important: cognitive and non-cognitive factors/self-
regulation, physical factors and health, and the socio-economic
status of the family categories were the ones contributing more
strongly to the discrimination between low and high performers.

These different impact of teacher related variables should be
taken into account for the planning of in-service and pre-service
training programs, and to explore those aspects of the variables
that could be enhanced to provide a broader positive impact in
educational outcomes.

Implications and Conclusions
These results have important implications for policy makers and
for educational research. First, the decisions made by economists
tend to focus at the school level (teachers, principals, and
learning outcomes) but they are limited in scope if they do not
include the child, family, and the social milieu as important
levels of analysis. The application of robust predictive systems
such as ANN help to design more targeted interventions and/or
diagnostic “early-warning” systems tailored to the needs of each
performance group. In addition, the study makes clear the fact
that in developing environments such as those found in Vietnam,
there are clear factors that significantly and strongly impact
learning outcomes, which are outside the sphere of traditional
educational interventions.

This study suggests that, at least in this case study, resources
should be allocated in four priority areas: (1) to promote
a healthy cognitive and physical development of children
from early in life (early stimulation, early access to school
programs, pre and post-natal medical care, etc.), (2) to
stimulate positive parental attitudes toward education and
expectations/interest regarding the educational trajectories
of their children, (3) to identify children and families
at risk using indicators like health at birth, and (4) to
select and train teachers in order to maximize the teacher
characteristics that better predict a high performance (e.g.,
teacher attitudes in order to promote a positive school
environment for learning).

Findings of this study could guide policy and mechanisms of
financing to motivate different stakeholders (e.g., incentives for
parents that invest in the child’s cognitive development, physical
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FIGURE 5 | Comparative observed predictive weight contribution for the high 33% of vietnamese performance by each of the categories of predictor variables.

health, and nutrition, incentives for those teachers whomaximize
cognitive early stimulation, incentives for school administrators
who improve teacher selection and training).

In addition, the present results are very informative
for educational research, specifically for cognitive theoretical
advances and the development of learning systems and
automated tutoring. The findings support the crucial role of
nutrition, family routines and the entire inmediate environment
(household) for cognitive development and learning outcomes.
Once a certain level of functioning has been achieved, other
non-cognitive variables and environmental factors come into
play in influencing the desired educational outcomes. Policies
and strategies that facilitate reaching those thresholds, and
which also favor the approaches that increase the utility of
those variables that come into play once the minimum levels
are achieved could be informed more precisely by this kind
of research.

Predictive systems as those exemplified by ANN offer an
important advantage when the objective is a very accurate
classification of students (which is also what traditional
tests attempt to do). This methodological approach adds the
advantage of doing so without all the test development, sampling
and administration issues of traditional testing. In addition,
ANN maximize the possibility of using very large datasets
which can also include a much broader spectrum of all factors
influencing a student’s overall performance. Thus, this approach
represents a more valid method for the prediction and modeling
of future educational outcomes due to its overall accuracy
and the breadth of the constructs considered to classify the
expected performance. “If we can identify specific profiles of
students, focusing on the most important variables, this opens
major possibilities for the improvement of assessment procedures
and the planning of pre-emptive educational interventions”
(Musso, 2016, p. 209). In addition, the identification of
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FIGURE 6 | Comparative observed predictive weight contribution for the low 33% of vietnamese performance by each of the categories of predictor variables.

specific patterns for extreme groups of performance provides
a guide for more focused educational interventions, policies
and investment.

It is important to consider some limitations about this
study. The models were designed to predict performance only
in two subjects (math and Vietnamese language at Grade 5).
Further research could explore if these findings can be replicated
when other content areas of school subjects are considered.
Similarly, predictive methods in other countries and cultures
could be used to explore the generalization of these models
to other social environments. The present study requires a
deeper analysis of the patterns of variables and their impact
on educational outcomes. Future research should analyze the
level of impact that interventions based on these findings
improve or not learning outcomes under specific conditions.
In addition, from the methodological perspective, carrying

out similar studies with a more thorough cross-validation
scheme utilizing a k-fold cross-validation procedure would help
to more precisely establish the degree of generalizability of
the results.

In conclusion, these results suggest that a predictive systems
approach based on ANN results in robust models of factors
that contribute to low and high levels of performance in
mathematics and Vietnamese language in Grade 5 in Vietnam.
These models generalize well to validation and hold-out samples.
Nonetheless, the number of students in the hold-out sample
(as a result of the low number of cases in the whole study)
is a limitation that future studies should address by having a
greater number of cases in all samples. It is difficult to find
databases with all the factors considered in this study, but with an
increase in the use electronic interconnected databases, it could
be achieved.
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FIGURE 7 | Differential contribution of each category of variables for each vietnamese performance level, according to the observed predictive weight.

This study has shown that ANN minimize classification
error and are able to detect the contribution of each factor
from the predictor set, taking into account all the complex
intercorrelations, thus providing the opportunity to identify
those that contribute most to each level of performance.
In turn, these findings suggest possible interventions
that could maximize the benefits for specific students. In
this case, the suggested interventions could maximize the
effectiveness of efforts to increase performance levels of low-
performing students in mathematics and Vietnamese language
in Vietnam.

The relatively small contribution of predictive weight
provided by each variable for the predictive classification of
performances, suggests that there is no “magic bullet” and
that it is the combined and cummulative effect coming from
all these variables that has a significant impact on outcomes.
This insight suggests that financing mechanisms should be
planned taking into account a broad set of educational indicators

TABLE 7 | Total % predictive weights for the top 4 predictors in selected

categories.

Total ANN Top 4 ANN

Teaching VN/Math 4.13 2.65

Teacher qualifications 5.94 3.15

School information 2.44 1.40

School management 2.70 2.28

Pre-school and access to school 9.04 5.33

24.25 14.82

rather than isolated variables. It has important implications
for public policy in general, and for educational policy and
education in particular, when considering integrative and
focused interventions.
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