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Unravelling the factors of
evolutionary repeatability:
insights and perspectives on
predictability in
evolutionary biology
Stella M. Pearless* and Nikki E. Freed

School of Biological Sciences, The University of Auckland, Auckland, New Zealand
Evolutionary biology was previously considered a historical science with

predictions about evolutionary trajectories believed to be near impossible. The

development of high throughput sequencing and data analysis technologies has

challenged this belief, and provided an abundance of data that yields novel

insights into evolutionary processes. Evolutionary predictions are now

increasingly being used to develop fundamental knowledge of evolving

systems and/or to demonstrate evolutionary control. Here we investigate the

factors that make evolutionary repeatability more or less likely to increase the

accuracy of evolutionary predictions. We identify outstanding questions and

provide a potential starting point to determine how evolutionary repeatability is

affected by genetic relatedness.
KEYWORDS
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1 Introduction

In the late 20th century prominent evolutionary biologist Stephen Jay Gould,

popularised the theory that the random, stochastic nature of evolution made

evolutionary processes unpredictable (Gould, 1989). However, many studies have now

provided compelling evidence that challenges this view (Mabee et al., 2007; Losos, 2011;

Stern, 2013). In the past two or three decades, through the use of high throughput

sequencing and data analysis technologies, many studies have shown the repeatable nature

of molecular processes at all stages of evolution (Di Bella et al., 2013; Qiang-long et al.,

2014; Reuter et al., 2015). Numerous cases of documented parallel and convergent

evolution (Figure 1) at the genotypic and phenotypic level (Conant and Wagner, 2003;

Norton et al., 2007; Heyduk et al., 2019) support the existence of constrained evolutionary

pathways (Mas et al., 2020).
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The concept of evolutionary predictability is becoming more

widely accepted (Lobkovsky and Koonin, 2012; Linnen, 2018;

Marin-Bejar et al., 2021). Potential targets of evolutionary

predictions include both the underlying genetic changes that

cause adaptation and their resulting phenotypes (Martıńez et al.,

2007; Duan et al., 2020; Cano et al., 2023). Because of the inherent

stochasticity of evolutionary processes, predictions have been

shown to be more precise on short timescales (Cano et al., 2023;

Wortel et al., 2023).

Evolutionary predictions are increasingly being developed as

tools for use in medicine (Lipinski et al., 2016; Hosseini et al., 2019),

agriculture (Cooper et al., 2014; Hawkins and Fraaije, 2021),

biotechnology (Sandberg et al., 2019) and conservation (Fisher

and Owens, 2004; Shefferson et al., 2018). Predictive models

based on evolutionary theory can be used to aid vaccine

development by predicting which influenza variant will dominate

an incoming flu season (Agor and Özaltın, 2018; Morris et al., 2018;

Yarmarkovich et al., 2020). Conservation efforts can be assisted in

identifying which endangered species are at the greatest risk for

extinction (Walters et al., 2012; Gallagher et al., 2015). Medicine

would be made more efficacious if we can foresee which pathogens

are most likely to evolve drug resistance (Mahfouz et al., 2020; Yang

and Wu, 2022). Each of these possible applications requires the

ability to accurately predict future outcomes and, in some

circumstances, manipulate the path of evolution.
2 Evolution repeats itself

Evolution itself is an intricate process that involves the

reciprocal interactions of stochastic and deterministic systems

(Blount et al., 2018). Due to the complexity and historical nature

of evolution, our ability to test and predict its outcomes in the

natural world is limited (Gould, 1989). For this reason a

fundamental understanding of evolutionary repeatability, the

independent evolution of highly similar or identical genotypes or

phenotypes, is of great interest (Venkataram and Kryazhimskiy,

2023). Repeatability has previously been proclaimed as evidence for

evolution as a deterministic process, citing convergent and parallel

evolution (Figure 1) as support for adaptation by natural selection

(Harvey and Pagel, 1991; Losos, 2011). More recently, it has been

argued that repeatability is not binary but rather existing on a

quantifiable scale, with convergent and parallel evolution

representing one extreme end of this continuum (Bolnick et al.,

2018). This implies that knowledge of the extent to which evolution

is repeatable, along with the factors that influence its repeatability,

could ultimately allow us to predict evolution (Palmer and Kishony,

2013; Furusawa et al., 2018).

There are many examples of repeated adaptation from

independent populations, species, or lineages. Instances of

repeated evolution can be divided into two categories dependent

on the relatedness of the starting strains – convergent and parallel

evolution (Bolnick et al., 2018). Parallel evolution (Figure 1A)

describes the evolution of similar traits in independently, but

related evolving species (Bolnick et al., 2018; Simpson, 2019).

Convergent evolution occurs when independent species who do
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not share a recent common ancestor, evolve similar traits (Bolnick

et al., 2018). Examples of parallel evolution exist both in vitro and in

the natural world (Ostrowski et al., 2008; Lieberman et al., 2011;

Wong et al., 2012). Despite the growing interest in parallel evolution

in recent decades, our understanding of the factors that influence

the likelihood of parallel evolution remain limited (Blount et al.,

2018; Bohutıńská et al., 2021). Many studies demonstrate parallel

evolution in strains with a range of genomic differences, showing no

clear link between genetic relatedness and the likelihood of parallel

evolution (Ostrowski et al., 2008; Dettman et al., 2013). Often many

cases of parallel evolution occur in highly conserved genes, which

would indicate that parallelism is linked to the target gene itself and

uninfluenced by other genomic factors.

Frequently, the examination of parallel evolution within and

among genetic backgrounds differs in the approaches employed

(Wood et al., 2005; Vogwill and MacLean, 2015). When studying

parallel evolution in similar genetic backgrounds, parallel evolution

is commonly investigated using experimental evolution in

controlled laboratory settings (Wood et al., 2005). On the other

hand, in diverse genetic backgrounds, researchers often rely on

phylogenetic and computational methods (Wood et al., 2005). By

integrating these two approaches, a comprehensive understanding

can be achieved. If genetic background does not affect parallelism

we would anticipate that selection pressure would exert the most

significant influence on evolutionary outcome, resulting in a similar

path for all individuals (Vogwill and MacLean, 2015). A huge area

of interest is determining to what extent relatedness is determined

by distance from the shared common ancestor and finding where

repeatability ends.
3 Theories of evolution

Arguably, the most prominent evolutionary framework is that

provided by The Modern Synthesis (Huxley, 1942) an integration of

the widely accepted principles of natural selection and inheritance

patterns proposed by Charles Darwin (Darwin, 1859) and Gregor

Mendel (Mendel, 1866) respectively. The Modern Synthesis is

grounded in a few fundamental principles: (1) genetic variation is

the source of all phenotypic variation, (2) genetic variation occurs

randomly within the genome regardless of its fitness effects,

(3) mutations that are accumulated and selected for over time are

the basis of evolution, and (4) adaptation is as a direct result of

natural selection (Futuyma, 2015, Futuyma, 2017; Hancock et al.,

2021). The influence of natural selection in evolutionary outcomes

is of great significance in modern synthesis (Futuyma, 2015; Liu,

2018). Natural selection favours beneficial mutations (Denamur

and Matic, 2006; Gregory, 2009) and, to a certain extent, helps

counteract the random nature of genetic variation (Caporale, 2003).

Selectionists believe that, irrespective of the location and manner in

which mutations arise in the genome, selection acts in a somewhat

deterministic way (Rouzine et al., 2001; Lipinski et al., 2016; Blount

et al., 2018).

An evolutionary prediction that adheres to the rules of The

Modern Synthesis is as follows: if we expose bacteria to antibiotics,

individuals harbouring a genetic mutation (either naturally or
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acquired) that reduces their susceptibility to the relevant antibiotic,

will be able to survive in conditions with the antibiotic. Bacteria

without this mutation will perish, leaving only resistant individuals

to survive and proliferate when grown in the presence of antibiotics.

Consequently, the resulting population will ultimately consist

only of mutant individuals. This prediction is easily tested in a

laboratory setting and allows for a measurable confirmation of

predictive accuracy.

In the 1960s Motoo Kimura proposed the controversial neutral

theory of evolution (Kimura, 1967). The central principle of his

theory was that most genetic variation between and within species

was due to the random accumulation of selectively neutral or nearly

neutral mutations (Kimura, 1977; Nei et al., 2010). Kimura

proposed that neutral mutations are the primary driver of genetic

variation, leading to fixation, where a random mutation becomes

predominant in the population due to genetic drift, independent of

selection pressures (Kimura, 1967, Kimura, 1977). According to the

neutral theory, the rate of molecular evolution is primarily

determined by the mutation rate and population size, with

Darwinian natural selection playing a minimal role (Kimura,

1987; Razeto-Barry et al., 2012; Jensen et al., 2019). Therefore, the

mutation rate is equal to the rate of substitution of neutral

mutations (Kimura, 1967; Jensen et al., 2019).

Although Kimura suggested that the majority of fixed genetic

variation arises from neutral mutations, he explicitly recognises the

existence of numerous deleterious mutations that are eliminated

through natural selection (Nei et al., 2010). Neutral theory does not

argue against the existence of natural selection, but rather

recognises two distinct forms of selection: (1) purifying, which

eliminates deleterious mutations, and (2) positive selection, which

favours beneficial mutations (Takahata, 1996; Hughes, 2008).

Neutral theory assumes that most genomes are well adapted for

their local environments and therefore advantageous mutations are

a rare occurrence, allowing them to be ignored when considering

the rate of molecular evolution (Jensen et al., 2019; Kimura, 2020).

In nature, often the true evolutionary landscape is much more

complex than described by either selectionists or naturalists (Wortel

et al., 2023). Environmental influences can significantly impact

selection (Hoffmann and Hercus, 2000; Melbinger and Vergassola,

2015). The maintenance of a large population of genetically diverse

individuals is essential for natural selection to be the predominant

driving force of evolution (Gravel, 2016; Vahdati et al., 2017; Raynes

et al., 2018). Conflicting microevolutionary forces like genetic drift,

mutation, recombination and migration (or gene flow) can inhibit

the effects of natural selection by diminishing population size,

genetic diversity or both (Allendorf et al., 2014; Gravel, 2016;

Chen et al., 2018; Raynes et al., 2018). Small populations with low

genetic variation are more susceptible to the random fixation of

alleles by genetic drift, potentially amounting to maladapted

communities (Kuo et al., 2009; Brigham and Schwartz, 2013).

Despite the increased availability of genetic data and our better

understanding of the microevolutionary forces that influence

evolution, there remains discussion around the use of the Neutral

Theory as an explanation of evolution (Kern and Hahn, 2018;
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Jensen et al., 2019). A 2018 perspective article written by Kern and

Hahn (Kern and Hahn, 2018) opposes the validity of the Neutral

Theory, arguing that selection plays a stronger role in genetic

variation than what it accounts for, specifically emphasizing the

importance of selective sweeps and background selection. They

argue that genetic drift and the dominance of neutral mutations

alone do not adequately account for adaption (Leigh, 2007; Kern

and Hahn, 2018). Their perspective was contested by Jensen et al.

(2019), asserting that the Neutral Theory offers valuable insights

into the observed patterns of genetic variation within populations,

serving as a robust framework for understanding molecular

evolution. It could be concluded that neither the Neutral Theory

nor The Modern Synthesis, in isolation, provides a sufficient

explanation of evolution (Barroso and Dutheil, 2023). Natural

selection is limited by its environment and therefore is not always

guaranteed to prevail (Lenormand, 2002; Endler and Rojas, 2009).

However, genetic drift and the dominance of neutral mutations (as

described by neutral theory) alone do not adequately account for

adaptation (Leigh, 2007; Kern and Hahn, 2018). A comprehensive

understanding of evolution requires consideration of the interplay

between deterministic and stochastic forces, alongside the specific

ecological context in which they operate.
4 Why do we want to
predict evolution?

There are two main reasons why we would want to predict

evolution: (1) to test hypotheses to develop fundamental knowledge

in evolving systems and/or (2) to demonstrate evolutionary control

and prevent or encourage certain evolutionary outcomes. Most

often general rules about evolutionary processes are discovered

through the use of experimental evolution (Figure 2) (Wortel et al.,

2023). Such experiments facilitate the identification of new and

existing mutations, determine the speed of adaptation, and identify

instances and causes of repeatability (Sandberg et al., 2019).

Patterns of microbial adaptation have been identified through

long term evolution experiments with bacteria (Gerrish and

Lenski, 1998; Good et al., 2017). These studies have found that

mutator genes are present in a greater frequency in pathogenic

bacteria (LeClerc et al., 1996; Oliver et al., 2000). Changes in

mutation rate can be indirectly modulated through natural

selection (Giraud et al., 2001; Tenaillon et al., 2001; Peck and

Lauring, 2018), maladapted individuals show the biggest and

fastest increase in fitness (Couce and Tenaillon, 2015) and

mutations with large beneficial fitness effects are rare (Imhof and

Schlotterer, 2001). Although most evolution experiments are

performed in vitro, these findings are often transferable to natural

settings (Bons et al., 2020; Kelly, 2022), thus illustrating that a

fundamental understanding of evolutionary processes enhances

our ability to make evolutionary predictions that have

practical applications.

Accurately predicting evolutionary outcomes could provide the

opportunity to prepare for and on occasion, manipulate desired
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outcomes. For example, the anticipation of which influenza strain

will dominate an upcoming flu season necessitates the development

of a vaccine specific to that particular strain (Agor and Özaltın,

2018). Through the use of world-wide surveillance and sequencing

data, scientists produce an updated influenza vaccine to best control

the seasonal influenza outbreak (Morris et al., 2018). In more

extreme causes, predictions can be used to prevent evolution –

understanding how antimicrobial resistance might occur can help

doctors decide which course of treatment to prescribe patients

(Vanderkooi et al., 2005; Her and Wu, 2018).

The nature of evolutionary predictions is context dependent. In

some circumstances, predicting phenotype alone is sufficient –

useful predictions do not always require identification of the

underlying causal mechanism (Mas et al., 2020; Wortel et al.,

2023). In other cases, such as the prediction of dominant flu

variants, predictions at the genotypic level are required (Agor and

Özaltın, 2018; Morris et al., 2018).
5 What influences our ability to
predict evolution?

In a scenario that is conducive to high predictive accuracy, the

influence of selection will surpass the stochastic mechanisms of

mutation, genetic drift, recombination and ecological change

(Wortel et al., 2023). Under these circumstances natural selection

would prevail, and it would be feasible to suggest that we could

accurately predict the evolution of traits that will increase

population fitness (Stern and Orgogozo, 2008; Holmes, 2013;

Nosil et al., 2020). Nosil et al. (2018) observed that more precise

forecasts about evolutionary change can be made in traits whose
Frontiers in Ecology and Evolution 04
frequency independently influenced an organism’s fitness,

compared to those with additive fitness effects.

The genotype-fitness landscape, a crucial factor in evolution,

represents the relationship between genotype and phenotype,

specifically when phenotype, such as growth rate, is used as a

proxy for fitness or another comparable proxy (de Visser and Krug,

2014; Hartl, 2014). Sewall Wright introduced the concept of the

fitness landscape to illustrate interactions among mutations; it

draws parallels between contours of physical topography and

contours of organismal fitness (Wright, 1963). On a three-

dimensional fitness landscape, the x- and y-axes represent the

range of potential mutations, while the z-axis corresponds to the

fitness level associated with each genotype (de Visser and Krug,

2014). The “ruggedness” of a fitness landscape is shaped by the

prevalence of interactions among genes (Van Cleve and Weissman,

2015; de Visser et al., 2018). On a smooth landscape with a single

peak each mutation has a constant effect on fitness, on rugged

landscapes with multiple peaks, the magnitude and sign of each

mutation is influenced by the presence of other mutations in the

individual (Handel and Rozen, 2009; Szendro et al., 2013b).

In the natural environment, predicting evolution is a complex

task that requires knowledge of various biological levels from DNA

modifications to environmental interactions (Stoltzfus and

McCandlish, 2017; Mas et al., 2020; Chevin et al., 2022). A

myriad of genetic and environmental factors manipulate

evolutionary trajectories (Stoltzfus and McCandlish, 2017;

Govaert et al., 2019; Chevin et al., 2022). The inherent

stochasticity of genetic mutation makes it difficult to predict the

specific location and nature of genetic variation within the genome

(Mas et al., 2020). Changes in a population’s environment can

modify the strength and direction of selection (Wortel et al., 2023).
BA

FIGURE 1

Convergent and parallel evolution demonstrate evolutionary repeatability. (A) Parallel evolution: the evolution of similar phenotypes or genotypes in
multiple independent populations, in response to similar selection pressures, from similar initial conditions. (B) Convergent evolution: the evolution
of similar phenotypes or genotypes in multiple independent populations, in response to similar selection pressures, from different initial conditions.
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In order to make accurate predictions about evolutionary outcomes,

in-depth knowledge about the basic factors that contribute to

evolution would be required for meticulous modelling.
5.1 Genetic impacts on evolution

At the molecular level, evolution is reliant on genetic variation –

the ultimate source of which is genomic mutation (Arber, 2000;

Barton, 2010). Mutation provides the raw material necessary for

selection and genetic drift to act upon (Sprouffske et al., 2018).

Mutations are typically described as being “random” in nature, with

this randomness being a central tenet of evolutionary theory

(Lenormand et al., 2009; Futuyma, 2017; Svensson and Berger,

2019; Liu and Zhang, 2022). In the context of mutation the term

“random” that the generation of mutations is not altered as a direct

response to organismal needs; it does not assume that all mutations

are generated equally (Futuyma, 2017; Svensson and Berger, 2019).

Their stochasticity is impacted by mutation rates (Drake et al.,

1998), mutation biases (Stoltzfus and McCandlish, 2017), and
Frontiers in Ecology and Evolution 05
epistasis, or linkage (Miton and Tokuriki, 2016; Starr and

Thornton, 2016). Each of these factors will be discussed below.

5.1.1 A high mutation rate increases the
likelihood of beneficial mutations

The genomic mutation rate, determined by genome size and the

rate of per-nucleotide site mutations, defines the average number of

mutations that occur in a generation (Lynch, 2010; Peck and

Lauring, 2018; Wortel et al., 2023). Typically mutation rate is

inversely correlated with genome size (Lynch, 2010; Sung et al.,

2012). Increased mutation rate enhances adaptive capacity while

concurrently facilitating gene loss (Bradwell et al., 2013;

Bourguignon et al., 2020). When compared to deletions at low

mutation rates, some evidence has suggested that insertions are

more beneficial for phenotypic evolution (Gupta et al., 2016).

Evidence of genetic variation in general DNA repair and

replication processes (Miller, 1996; Horst et al., 1999; Friedberg

et al., 2004) suggest it’s possible for an individual’s mutation rate to

be under the influence of natural selection (Peck and Lauring,

2018). Despite the crucial role of mutations in long term adaptation,
BA

FIGURE 2

Why do we want to predict evolution? (A) To develop fundamental knowledge, by testing hypotheses using experimental evolution. For example,
testing to see if closely related strains evolve similar phenotypes. (B) To demonstrate evolutionary control and prevent or encourage certain
evolutionary outcomes. For example, using predictions of which influenza phenotype will be the most dominant rather than basing the current
vaccine off the dominant strain from the previous year. Adapted from Wortel et al. (2023), created in Biorender.com (2023). This figure is for
illustrative purposes only and does not represent real data.
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most mutations with phenotypic effects are deleterious (Zhang and

Gerstein, 2003; Jiang et al., 2010). Therefore, mutation rates reflect

an equilibrium between the cost of replication fidelity and the

benefit of reducing these deleterious mutations (Nachman and

Crowell, 2000; Lynch et al., 2016). In asexual species, the

mutation rate that optimises the rate of adaptation depends on

the strength of purifying selection against any deleterious mutations

(Orr, 2000; Sniegowski et al., 2000). In 2010, Michael Lynch

proposed a threshold that restricts the advantages associated with

low mutation rates (Lynch, 2010). When the mutation rate reaches

a level where additional beneficial mutations offer a smaller fitness

advantage than the effects of random genetic drift, selection is

unable to reduce the mutation rate any further (Lynch, 2010; Sung

et al., 2012; Lehtonen, 2020).

Combined with population size, mutation rate determines

mutation supply – the total number of mutations that occur per

population per generation (Vahdati et al., 2017; van Dijk et al.,

2017). When mutation supply is low, a significant amount of time is

required for advantageous mutations with substantial fitness

impacts to emerge and become established within a population

(Ramiro et al., 2020; Wortel et al., 2023). In larger populations,

where the mutation supply is higher (Vahdati et al., 2017) the effects

of natural selection are stronger and therefore more effective at

fixing beneficial mutations while removing deleterious mutations

(Ohta, 1992; Lynch et al., 2016; Vahdati et al., 2017). The likelihood

of parallel evolution resulting from selection is positively correlated

with population size – a greater mutational supply Increases the

chances of a beneficial, large-effect mutation occurring (Bailey

et al., 2017).

5.1.2 Mutation bias can limit the possible
mutations available for selection

It is now widely acknowledged that there is variation in mutation

rates between genomic position and different classes of mutation

(Svensson and Berger, 2019; Kustin and Stern, 2021; Cano et al., 2023;

Wortel et al., 2023). This is termed mutation bias and is reflected by

mutational patterns that occur at a greater rate than what would be

expected under uniformity (Yampolsky and Stoltzfus, 2001; Cano

et al., 2023). Given that mutation acts as the raw material for

evolution, mutation biases may play a significant role in adaptation

(Stoltzfus and Yampolsky, 2009; Cano and Payne, 2020).

Numerous studies surveying spontaneous mutation spectra

have demonstrated that different DNA sequence changes are not

generated equally (Schaaper and Dunn, 1987; Ossowski et al., 2010;

Lee et al., 2012). There is a well-documented bias in many species

towards transitions (purine to purine or pyrimidine to pyrimidine)

in proportion to transversions (purine to pyrimidine and vice versa)

(Morton, 1995; Wakeley, 1996; Katju and Bergthorsson, 2019;

Payne et al., 2019). Different gene classes vary in their optimal

mutation rates (Monroe et al., 2022; Horton and Taylor, 2023)

housekeeping genes and other highly expressed genes, have

characteristically low mutation rates because new mutations are

likely to be deleterious to protein function (Drummond et al., 2005;

Martincorena et al., 2012). The distribution of fitness effects (DFE)

of mutations reveals the relative frequencies of different mutation

types and their impact on fitness (Eyre-Walker and Keightley, 2007;
Frontiers in Ecology and Evolution 06
Kousathanas and Keightley, 2013). Small effect mutations occur at a

greater frequency than large effect mutations (Imhof and

Schlotterer, 2001; Rockman, 2012; Hua and Springer, 2018;

McDonough and Connallon, 2023) posing challenges for

repeatability and predictability as multiple small effect mutations

can collectively equal a single, large-effect mutation (Joyce et al.,

2008; Sackman et al., 2017; Wortel et al., 2023). A recent study

demonstrated that alterations in the direction of mutation biases

can influence the distribution offitness effects of mutations in E. coli

(Sane et al., 2023). Asymmetries in mutation biases and the fitness

effects of mutations (as a result of selection) influence evolutionary

divergence, contributing to directional trends and parallel evolution

(Rokyta et al., 2005; Stoltzfus and Yampolsky, 2009; Storz, 2016;

Bailey et al., 2017).

At some genomic sites mutations occur at an elevated frequency

compared to surrounding areas

(Rogozin and Pavlov, 2003; Miller et al., 2016). These sites are

termed mutational hotspots and can be a result of various factors

including repetitive DNA sequences (Bzymek and Lovett, 2001;

McVean, 2010), the activity of specific DNA repair mechanisms

(Perera et al., 2016; Nesta et al., 2021) or exposure to mutagens

(Brash and Haseltine, 1982; Ziegler et al., 1993). The existence of

these hotspots can cause position bias by creating concentrated

areas of genetic variation, driving evolutionary change more rapidly

than mutations occurring elsewhere within the genome (Galen

et al., 2015; Baeissa et al., 2017; Shepherd et al., 2022). For

example, a single point mutation at a highly mutable sight within

the b-globin gene of Andean house wrens confers an evolutionary

advantage by increasing haemoglobin’s oxygen affinity (Galen et al.,

2015). Given no compelling evidence to suggest that this particular

genetic change offered a superior evolutionary benefit compared to

others within the same gene, it was inferred that the asymmetry in

mutation frequency stemmed from an elevated mutation rate

favouring its occurrence (Galen et al., 2015).

In the presence of strong mutation and selection biases, the

number of mutations that reach high frequencies or become fixed

within a population is limited (Storz, 2016; Schenk et al., 2022).

Mutations achieve success either because they are more prevalent

within the population (mutation bias), because they provide the

greatest fitness advantage (selection bias), or as a combination of

both (Gerrish and Lenski, 1998; Lynch et al., 2016; Horton and

Taylor, 2023).

The impact that mutation biases may have on adaptation is

determined by population genetics (Yampolsky and Stoltzfus, 2001;

Cano and Payne, 2020) and other environmental circumstances,

such as the strength of selection (Akashi, 1997; Vinogradov, 2004).

Neutral theory proposes that in conditions of complete neutrality,

genetic drift will be the driving force of evolution (Kimura, 1987).

When mutational supply is high, strong selection favours the

fixation of mutations that provide the greatest fitness advantage,

thereby reducing the impact of mutation bias (Lynch et al., 2016;

Vahdati et al., 2017). However, even in the presence of selection, a

significant mutation bias reduces the pool of available mutations for

selection, thereby enhancing the likelihood of repeatability in

evolutionary outcomes (Yampolsky and Stoltzfus, 2001; Stoltzfus

and Yampolsky, 2009; Cano et al., 2023; Xue et al., 2023).
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Mutation bias as a driver for repeatability was demonstrated in

replicating bacteriophage populations, where the least beneficial

mutation was fixed in a population just as often as the mutation

with the greatest fitness effect, purely due to their high frequency of

occurrence (Sackman et al., 2017). However, the authors also noted

that their ability to predict repeatability was greater when

information about selection, in the form of DFE, was considered

(Sackman et al., 2017).

5.1.3 Epistatic interactions introduce ruggedness
into the fitness landscape

Genome-wide association studies have led to the discovery that

the evolution of traits is not always confined to one locus or

pathway (Chebib and Guillaume, 2017; Csilléry et al., 2018;

Mathieson, 2021). Many adaptation events occur via coordinated

genetic changes at multiple genomic and regulatory loci (Pritchard

and Di Rienzo, 2010; Pritchard et al., 2010; Stern, 2013). These

polygenic traits, when subject to stabilising selection, are

characteristically redundant, meaning that multiple genotypes can

result in a single phenotype (Barghi et al., 2020; Rellstab et al., 2021;

Yeaman, 2022). If redundancy is restricted due to a limited presence

of mutations in the population or because only a small number of

mutations are capable of influencing the phenotype, we can expect

to observe a high level of repeatability (Yeaman, 2022). When

redundancy is high, the genetic repeatability of adaptation is low,

resulting in evolution becoming less predictable (Yeaman, 2022;

Wortel et al., 2023).

Epistasis, non-additive interactions between mutations at

different genomic loci (de Visser et al., 2011; Kondrashov and

Kondrashov, 2015; Tufts et al., 2015; Miton and Tokuriki, 2016),

adds further complexity to our ability to predict evolution (Wortel

et al., 2023). Epistatic interactions introduce ruggedness into fitness

landscapes (Kaltenbach and Tokuriki, 2014) and modify the

phenotypic effects of mutations according to the genetic

background in which they occur (Phillips, 2008; de Visser et al.,

2011). The cumulative effects of a particular set of genetic mutations

that alter protein function may rely on each successive step of the

mutation process (Blount et al., 2008; Miton and Tokuriki, 2016).

The beneficial effects of some mutations may be dependent on the

previous establishment of specific permissive mutations (positive

epistasis) (Gong et al., 2013; McKeown et al., 2014) or may be

rendered deleterious when in the presence of other restrictive

mutations (negative epistasis) (Salverda et al., 2011; Dickinson

et al., 2013). Consequently, understanding the fitness effects of a

mutation in one genetic background may not be applicable to or

relevant for another genetic background (Miton and Tokuriki,

2016; Wortel et al., 2023).

Epistatic interactions can be divided into two main categories:

magnitude epistasis and sign epistasis (Weinreich, 2005). Under

magnitude epistasis, the strength of fitness effects of a mutation is

altered by genetic background while the direction of the fitness

effect remains irrevocably deleterious or beneficial (de Visser et al.,

2011; Poelwijk et al., 2011; Lalić and Elena, 2013). In contrast, sign

epistasis denotes epistatic interactions that reverse the direction of

fitness effects of a mutation, changing it from deleterious to

beneficial or vice versa (Desai et al., 2007; Lalić and Elena, 2013;
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Nghe et al., 2018). Sign epistasis can act as a genetic constraint for

evolution, reducing the potential pathways for evolutionary

adaptation (Weinreich, 2005; Nghe et al., 2018). For example, in

Saccharomyces cerevisiae, two individually adaptive mutations in

the genes MTH1 and HXT6/HXT7 become detrimental to

population fitness when present simultaneously (Kvitek and

Sherlock, 2011). The constraint imposed by reciprocal sign

epistasis causes these mutations to remain mutually exclusive,

even though adaptive mutations in these genes occurred

independently in many experimental replicates (Kvitek and

Sherlock, 2011). Predictability is increased because the number of

potential evolutionary pathways is reduced (de Visser and Krug,

2014). However, the ruggedness that epistatic interactions introduce

into populations can have the opposite effect on predictability

(Poelwijk et al., 2011; Wortel et al., 2023). When multiple fitness

peaks on the genotype-fitness landscape exist, the resulting

genotype will be decided by whichever mutations fix first, thus

reducing predictability (Poelwijk et al., 2011; Bank et al., 2016; de

Visser et al., 2018). However, epistasis reduces the number of

mutational pathways available, increasing predictability once a

particular genotype has been fixed (Weinreich et al., 2006; Palmer

et al., 2015; de Visser et al., 2018).

The adaptive “wrinkly spreader” phenotype displayed by

Pseudomonas bacteria highlights the significance of genetic

background in predicting evolution (Lind et al., 2019). This

phenotype consistently emerges within three specific genetic

pathways (McDonald et al., 2009; Lind et al., 2015; Van den Bergh

et al., 2018). Elimination of these three pathways revealed the existence

of 13 additional mutation pathways that lead to the same phenotype

and showed similar fitness effects (Lind et al., 2015; Steenackers et al.,

2016). The original three pathways were found to have higher mutation

rates compared to the others, creating a mutation bias that imposed a

genetic constraint (Lind et al., 2015). Understanding these biases can

contribute to the genotype-fitness map, potentially providing a

framework for making evolutionary predictions in other

Pseudomonas strains (Lind et al., 2019; Wortel et al., 2023).
5.2 Ecological impacts on evolution

Most evolution experiments are performed in a laboratory setting,

where all experimental conditions can be under stringent control

(Adams, 2004; Kawecki et al., 2012; Ratcliff et al., 2012; Barrick and

Lenski, 2013). In nature, evolving populations are complex biological

systems of interactions between and within organisms, as well as

between organisms and their direct environment (Beckerman et al.,

2016; Gupta et al., 2017; Mas et al., 2020). In order to make accurate

predictions about evolutionary outcomes, it is essential to consider the

role that the environment plays in evolution (MacColl, 2011; Skinner,

2015; Baym et al., 2016). Changes in ecological factors can either inhibit

or facilitate the evolvability of a population (Grant et al., 2017;

Cabrerizo and Marañón, 2021). These changes can affect various

factors of evolutionary dynamics including population size, the

strength and direction of selection and the amount and distribution

of genetic variation (Allendorf et al., 2014; Chen et al., 2018; Raynes

et al., 2018).
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5.2.1 Eco-evolutionary feedback loops modify
evolutionary dynamics

The genetic characteristics of a population, and therefore its

evolvability, are regulated through the interactions between genetic

drift, gene flow and natural selection (Eckert et al., 2008).

Demography and population dynamics, both internal and

external, have the capacity to influence these microevolutionary

forces (Tscharntke et al., 2012). The extent to which genetic

variation is lost through the stochastic force of genetic drift is

determined by fluctuations in population size (Eckert et al., 2008;

Lohr et al., 2014). Gene flow is inhibited by populations that are

spatially distinct and enhanced when there is direct proximity

(Smadja and Butlin, 2011; Sexton et al., 2014).

Every organism is guaranteed to alter its environment in some

way, however the exact impact is determined by each organism’s

evolutionary past (Beckerman et al., 2016). Ecosystem

modifications can then, in turn, directly influence evolutionary

change, demonstrating that both processes exist on the same time

scale (Hendry and Kinnison, 1999; Hairston et al., 2005; Wortel

et al., 2023). The interplay between ecology and evolution is termed

eco-evolutionary feedback (Govaert et al., 2019). A simple

demonstration of eco-evolutionary feedback loops is the

relationship between predator and prey (Govaert et al., 2019; van

Velzen, 2020). Predation intensifies the selection pressure on prey,

leading to the emergence of defensive traits, which subsequently

influences the predator–prey dynamic (Cortez, 2018; Fryxell et al.,

2019). Greater complexity in ecological systems, characterised by

increased diversity and interactions, tends to promote greater

stability (Tilman et al., 2006; Hector et al., 2010; Xu et al., 2021).

However, this stability does not always directly translate into more

predictable evolutionary outcomes (Yang et al., 2019). If a complex

system has a multitude of chaotic dynamics, then it is likely that the

final state of this system will be unable to be predicted because it is

dependent on starting conditions (Fisher and Pruitt, 2020). Within

chaotic systems, slight alterations in initial conditions and

parameters can result in significantly magnified and unforeseeable

consequences over time (Doebeli and Ispolatov, 2014); these

systems rely entirely on their starting conditions and exhibit a

high degree of sensitivity to them (Rego-Costa et al., 2017; Fisher

and Pruitt, 2020). In a highly organised complex system, it is

typically expected that the same final state will be reached

regardless of the starting conditions (Fisher and Pruitt, 2020) the

system’s dynamics are constrained by the structure and interactions

within the system, leading to a consistent outcome (Anand et al.,

2010; Mouquet et al., 2015).

Within a single population, eco-evolutionary feedback can be

both intrinsic or extrinsic. Intrinsic feedback loops occur between

population density and trait values, while extrinsic feedback results

from resource limitations (Govaert et al., 2019). This frequency and

density dependent selection suggests that fitness is dependent on

both genotype proportion and density, not just the individual trait

value (Travis et al., 2014; Govaert et al., 2019; Chevin et al., 2022).

Changes in population densities shift selection pressure, causing a

preference for different phenotypes that offer competitive abilities
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which are better suited to the new dynamic (Lankau and Strauss,

2011; Govaert et al., 2019). Negative frequency dependent selection

(NFDS), the favouring of rare phenotypes within a population, is a

powerful form of balancing selection that maintains many natural

polymorphisms (Brisson, 2018; Govaert et al., 2019). On its own,

strong NFDS can cause stablility in the frequency of genetic

variations, or predictable frequency fluctutations and is therefore

associated with predictable evolutionary outcomes (Rego-Costa

et al., 2017; Chevin et al., 2022; Wortel et al., 2023). In the

natural environment the predictability of evolutionary outcomes

is dependent on the strength of NFDS and the stochasticisty of

environmental changes (Travis et al., 2014; Chevin et al., 2022).

5.2.2 Rate of environmental change
impacts evolution

A population that is exposed to stress may adapt to avoid

extinction through a process called evolutionary rescue

(Gomulkiewicz and Holt, 1995; Bell, 2013). As a general rule,

adaptation is more likely to occur when environmental changes

(and thus exposures to stressors) are gradual (Bell and Gonzalez,

2011; Bell, 2013). In these circumstances the number of individuals

exposed to selection remains high (Gonzalez et al., 2013). Rapid

environmental changes may exceed the capacity of a population to

persist and maintain their genetic diversity (Doak and Morris, 2010;

Bell and Gonzalez, 2011). This was demonstrated by a 2011 study that

showed yeast populations gradually exposed to an increase in salt

stress had a greater survivability than those exposed abruptly (Bell

and Gonzalez, 2011). Coupled with a more recent meta-analysis that

demonstrated insufficient adaptation in the face of rapid climate

change (Radchuk et al., 2019) it could be reasonable to assume that

evolutionary predictability would be more accurate in instances of

gradual change, where natural selection has a greater impact.

However, in some studies using laboratory-based evolution, the

opposite has been observed; populations exposed to gradually

changing environments exhibited more diverse mutations (Lindsey

et al., 2013; Vogwill et al., 2014). In rapidly changing environments,

populations are bottlenecked as they move from one environment to

another, leading to a limited set of observations as a consequence of

the corresponding genetic drift (Lindsey et al., 2013). In an extreme

instance, where ecological change is so rapid that there is no time for

any adaptation – this would likely result in a predictable population

extinction (Wortel et al., 2023).

A side effect of rapid ecological change is the altering of

population size and genetic diversity through a bottleneck effect

(Kazahari et al., 2023). As discussed previously, maintaining a large

population is important for natural selection to be the primary

evolutionary force (Gravel, 2016). Smaller, less diverse populations

are more subject to the effects of random genetic drift and therefore

are at risk of losing genetic variation through stochastic means

(Brigham and Schwartz, 2013; Brown et al., 2013). Random events

alter the efficacy of selection, which is the only selective force that

acts in a deterministic manner (Witting, 2003; Lipinski et al., 2016).

Expanding populations can overcome the effects of a population

bottleneck by accumulating new mutations (Kazahari et al., 2023).
frontiersin.org

https://doi.org/10.3389/fevo.2024.1335452
https://www.frontiersin.org/journals/ecology-and-evolution
https://www.frontiersin.org


Pearless and Freed 10.3389/fevo.2024.1335452
5.2.3 Environmental characteristics influence
evolutionary trajectories

The predictability of a population can be influenced by the

characteristics of its habitat, including environmental complexity

and heterogeneity (Wortel et al., 2023). Greater habitat complexity

introduces more selective pressures, which can lead to fitness trade-

offs between traits when selection is antagonistic (Ghalambor et al.,

2003; Roff and Fairbairn, 2012). Antagonistic selection pressures

may allow for a greater number of adaptations which increases

competition between individuals, reducing the rate of adaptation

(Ghalambor et al., 2003; Merlo et al., 2020). The application of

multiple selection pressures may lead to the fixation of unexpected

traits within a single population. However, populations that evolved

in environments with shared selection pressures were genetically

similar to each other and demonstrated parallel evolution (Ord and

Summers, 2015; Turner et al., 2018; Pilakouta et al., 2023). The

extent of our ability to anticipate evolution is constrained by our

understanding of environmental attributes and their historical

impact on the evolution of comparable populations.
6 Experimental evolution

Microbial cells have rapid generation times and are able to

maintain large population sizes, allowing them to readily adapt and

evolve to changes in their environment (Bennett and Hughes, 2009)

this characteristic makes microorganisms invaluable tools for

studying fundamental evolutionary processes (Bennett and

Hughes, 2009; McDonald, 2019). In the laboratory, adaptive

evolution experiments provide scientists with the tools to study

how microbes evolve in a completely controlled setting, with each

environmental factor under strict regulation, but with the potential

to be altered in a precise and direct manner (Kawecki et al., 2012).

The general principles of laboratory evolution experiments date
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back to Reverend William Henry Dallinger’s work in the late 19th

century (Dallinger, 1878) and remain attractive to modern scientists

for the control allowed over everything from initial genotype to

transfer protocols and selective pressure (Bruger and Marx, 2018;

Wang et al., 2021).

A popular approach of adaptive laboratory evolution is

prolonged cell culturing in the presence of a selection pressure

(Sandberg et al., 2019). Over time the intensity of the selection

pressure is slowly increased and individuals with the greatest fitness

in their new environment are naturally selected to outcompete their

less fit ancestors (Gresham and Dunham, 2014; Sandberg et al.,

2019). Because microbial populations divide rapidly, they are able to

maintain large populations (of approximately 109 cells per mL of

liquid culture) (Sandberg et al., 2019) this type of experimentation

provides wide environmental sampling and maintains genetic

diversity (providing genotypes have risen to a reasonable

frequency; Figure 3), resulting in a lineage of cells that are fitter

than their starting ancestral strain (Teotónio et al., 2009; Hindré

et al., 2012). Within the framework of experimental evolution, the

concept of “fitness” relies on the specific growth environment

chosen for the experiment (Liu et al., 2019; Sandberg et al., 2019).

Depending on the preferred conditions, fitness parameters could

range from growth rate to end point optical density (Kawecki et al.,

2012; Liu et al., 2019).

An additional benefit is the construction of a “living fossil

record” by freezing replicate populations at each experimental step,

allowing for direct comparisons to be made between different

strains, time points and experiments (Lenski et al., 1991; Hindré

et al., 2012; Batut et al., 2013; Sandberg et al., 2019). When a

strongly advantageous mutation occurs, it often overtakes the

population in a selective sweep (Kawecki et al., 2012; Sandberg

et al., 2019; Stephan, 2019). Occasionally, genetically diverse

populations can experience clonal interference, where competition

between beneficial mutations results in the extinction of the less
BA

FIGURE 3

Important parameters of experimental evolution. (A) Batch cultivation requires the dilution of culture into fresh media. These experiments are easy to
establish and allow for up to 1000s of replicates. (B) Continuous cultivation includes mechanisms for the constant supply of nutrients. This
procedure is costly and doesn’t allow for a high number of replicates. Adapted from McDonald (2019), created using BioRender.com.
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successful mutations (Fogle et al., 2008; Maddamsetti et al., 2015).

Although endpoint strains generally display higher fitness

compared to midpoint strains (Spencer et al., 2008) studying each

time point from the frozen “fossil record” offers a valuable

opportunity to understand the adaptive steps taken and identify

the causal mutations involved (Lang and Desai, 2014; Sandberg

et al., 2016, Sandberg et al., 2019). To aid in the identification of

causal mutations, replicate strains are often evolved simultaneously

–mutations that are present in multiple strains are more likely to be

adaptive and not as a result of chance (Bailey et al., 2015;

Maddamsetti et al., 2015).

Adaptive laboratory evolution provides the potential to identify

genome-wide mutations and is not limited to just targeted sites

(Packer and Liu, 2015; Arnold, 2018). This is particularly beneficial

when there is inadequate information about the mechanisms

responsible for a specific mutation and removes the risk of having

too limited a scope of investigation (Kawecki et al., 2012). Coupled

with the advancement of high throughput sequencing technologies,

that have made whole genome sequencing cost effective and readily

available, and the generation of a living fossil record by freezing

subsequent populations or isolates at each step, adaptive evolution

experiments provide immense amounts of genetic data (Gresham

and Dunham, 2014; Shendure et al., 2017).
6.1 Important parameters of
experimental evolution

Selecting the correct evolutionary environment in an adaptive

evolution experiment is critical because it determines the selection

pressure (Van den Bergh et al., 2018). Laboratory evolution

experiments tend to be performed using one of two popular

methods: serial dilution (batch cultivation) and continuous

culturing (Figure 3) (van Dijk et al., 2019). Batch cultivation

(Figure 3A) can be performed in standard laboratory equipment

(Lenski, 2017; McDonald, 2019). Several environmental factors can

be easily controlled and the use of equipment such as deep multi-

well plates allows for hundreds of microbial cultures to be grown in

parallel (Hindré et al., 2012). However, the simplicity of batch

culturing, although in some ways beneficial, can lead to irregulation

in population density, growth rate, nutrient supply and variation in

environmental conditions such as pH and oxygen availability (Van

den Bergh et al., 2018).

Continuous cultivation (Figure 3B), such as during cultivation

in a chemostat, allows more stringent control over environmental

conditions such as population size and growth rates, avoiding

bottlenecks; it is also possible to link nutrient supply to specific

environmental conditions (Gresham and Dunham, 2014; Jeong

et al., 2016). Chemostat bioreactor machines are highly

specialised, rendering them very labour intensive and costly to

run (McDonald, 2019). When choosing between each experimental

method, the most important consideration is whether growth in

nutrient sufficient or potentially nutrient limited conditions is

desired (Sandberg et al., 2019).
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6.2 The benefit of microbes for
evolution experiments

Evolution has classically been viewed as a process too slow to be

studied directly (Van den Bergh et al., 2018). Historical studies of

evolution were typically performed by indirect comparisons of

living species and/or fossils (Knoll, 1992; Van den Bergh et al.,

2018). It is now evident that certain species, in particular

microorganisms, can undergo evolutionary changes at

significantly shorter time scales (Lenski et al., 1991). Observations

of these adaptive changes in real time has provided novel insights

into evolutionary responses that were previously unattainable

(Bennett and Hughes, 2009; McDonald, 2019). Early evolution

experiments focused on more complex eukaryotic organisms

(Van den Bergh et al., 2018). A few key characteristics of

microorganisms render them highly practical for use in

evolution experiments.

Arguably of the greatest importance are their fast reproduction

rates, large population sizes and minimal growth requirements

(Kawecki et al., 2012; Van den Bergh et al., 2018). Successful

evolution experiments require high levels of control and the

ability to perform experimentation with replicate populations

(Bennett and Hughes, 2009). Large, highly replicated populations

of microorganisms can be easily cultured in parallel to reach many

generations on short time scales (Dragosits and Mattanovich, 2013;

Sandberg et al., 2019). Maintaining large population sizes reduces

the chance of random mutation fixation as a result of bottlenecks

and provides a greater chance of obtaining a beneficial mutation (Li

and Roossinck, 2004; Wein and Dagan, 2019). The more rapid

reproduction is, the faster beneficial mutations are spread and

harmful mutations are eliminated (Lynch et al., 2016; Vahdati

et al., 2017). Fast reproduction rates allow many generations to be

achieved on a short time scale (Bennett and Hughes, 2009; Sandberg

et al., 2019). Perhaps the most well-known example of experimental

evolution in E. coli is Richard Lenski’s long term evolution

experiment spanning 35 years and nearing 75,000 generations

(Lenski et al., 1991; Lenski and Travisano, 1994; Good et al.,

2017; Lenski, 2023). An equivalent experiment in mice, which

began just 5 years later, has only reached 80 generations (Swallow

et al., 1998).

An additional important attribute of microorganisms is their

relatively small genomes. Many species of microbes have already

been completely sequenced, with their genetic information readily

available (Bennett and Hughes, 2009). In order to determine

whether or not an observed mutation is as a result of real time

adaptation, comparison to the ancestral strain is essential. The

advancements of high throughput sequencing and data analysis

technologies has significantly improved the accessibility and cost-

effectiveness of sequencing entire genomes (Metzker, 2010; Qin,

2019). This provides the potential to understand adaptation at the

molecular level. By preserving samples from various time points

throughout the experiment, it becomes possible to compare

genomes at each stage of adaptation (Van den Bergh et al., 2018).

This repository also acts as a contingency for unseen events and
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allows for the resumption of evolution from a specific standpoint

(Batut et al., 2013; Sandberg et al., 2019).

Experimental evolution with microbes can be used as a low

complexity model system to test evolutionary theories (Hoang et al.,

2016). Microbial evolution can provide insights into the processes

of natural selection (Teotónio et al., 2009) genetic drift (Ebert, 1998;

Heffernan and Wahl, 2002) bet hedging strategies (Beaumont et al.,

2009; Graham et al., 2014) and the emergence of specialist

phenotypes (Kassen, 2009). These systems have generated

biological results that have been used to understand the genetic

basis of adaptation (Long et al., 2015) optimise microbial traits for

biotechnology (Chen and Arnold, 1993; Sandberg et al., 2019) and

test the phenotypic dynamics of microbes (Lenski, 2017; Remigi

et al., 2019). Results obtained from microbial evolution experiments

can be applicable for medically relevant phenomena, including

cancer progression, which shares a similar clonal pattern observed

in bacteria (Nowell, 1976; Sprouffske et al., 2012; Van den Bergh

et al., 2018). Microorganisms themselves also have an implication in

human health: bacterial strains have been associated with cancer

(Vogelmann and Amieva, 2007; Zella and Gallo, 2021) the human

microbiome can influence health and disease (Pflughoeft and

Versalovic, 2012; Shreiner et al., 2015) and antimicrobial

resistance is becoming of increasing concern (Dadgostar, 2019;

Morrison and Zembower, 2020).
6.3 Limitations of experimental evolution

Despite all of the successful applications of laboratory evolution

experiments (Lenski et al., 1991; Beaumont et al., 2009; Ratcliff et al.,

2012; Vogwill et al., 2014), the method does not come without

limitations. Evolution experiments are often conducted with

population sizes that may not accurately represent the genetic

diversity and population sizes that are found in nature (Kawecki

et al., 2012; LaBar and Adami, 2016; McDonough and Connallon,

2023). Having a lower initial starting diversity and mutational

supply could reduce the possible evolutionary trajectories for

adaptation, comparative to what might be possible in nature

(Handel and Rozen, 2009; Jiang et al., 2010; Gossmann et al.,

2012). Smaller populations are also at a greater risk of being

affected by genetic drift, allowing mutations to reach fixation due

to random chance, and therefore masking the effects of natural

selection (Tremblay and Ackerman, 2001; Brigham and Schwartz,

2013; Brown et al., 2013).

The short time scales inherent to experimental evolution

present a significant limitation in accurately portraying the

gradual pace of evolutionary change observed in natural

populations (Bailey and Bataillon, 2016). Evolutionary change

often unfolds over extended periods and numerous generations

involving complex interactions within and between organisms that

shape evolutionary trajectories (Åkesson et al., 2021). Evolution

experiments are often conducted within very controlled laboratory

settings where generation times might be artificially accelerated

(Bromig and Weuster-Botz, 2023) and interactions between
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ecological variables are removed (Gresham and Dunham, 2014;

Fisher and Lang, 2016). As a result, slower evolutionary dynamics

are at risk of being overlooked, and more intricate selection

dynamics could unintentionally be omitted (Lindsey et al., 2013;

Bailey and Bataillon, 2016). As a consequence, extrapolating

findings from short-term studies to long-term real-world

scenarios requires consideration and caution.
7 What are the main factors
contributing to parallel evolution?

Parallel (and convergent) evolution has frequently been

attributed to selection (Diaz Caballero et al., 2015; Marvig et al.,

2015; Bailey et al., 2018). However, many studies failed to consider

the effect of mutation biases and heterogeneous mutation rates,

incorrectly attributing repeated evolution to a selection pressure

(Zou and Zhang, 2015). High levels of parallel evolution could occur

when more mutable regions contribute a greater proportion of the

available genetic variants that will eventually be selected upon for

adaptation (Press et al., 2019). Therefore, our ability to predict

evolution lies in the answer to the question of which plays a more

important role in parallel evolution: mutation, selection, or both

(Orr, 2005)?

If selection were the major driving force of parallel evolution, it

would have to be able to reduce the number of evolutionary

possibilities down to just one single, viable option (Lässig et al.,

2017). The extent to which this is possible varies with biological

level: the most repeatable phenotype is fitness itself (provided there

is a strong enough selection pressure and sufficient genetic diversity

of this selection to act on) (Tenaillon et al., 2012; Orgogozo, 2015;

Venkataram and Kryazhimskiy, 2023). Laboratory populations that

are evolved in parallel often each exhibit different single nucleotide

polymorphisms and amino acid changes, demonstrating that they

follow divergent genetic pathways (Colosimo et al., 2005; Smith and

Rausher, 2011; James et al., 2021). This is unsurprising, even at the

gene level there are many mutational changes that can confer

similar functional effects (Steenackers et al., 2016; Scribner et al.,

2020). However parallel-evolving populations do demonstrate some

genetic convergence, frequently evolving mutations across the same

genes or operons, at the gene rather than the nucleotide level

(Jatsenko et al., 2010; Vogwill et al., 2014; Blair et al., 2015). The

differences in genetic and phenotypic repeatability demonstrates

that the level of parallelism is dependent on biological level (Bailey

et al., 2015, Bailey et al., 2017; Gutierrez et al., 2019). Genetically,

there are many possible evolutionary pathways that can lead to the

same phenotype (Jatsenko et al., 2010; Vogwill et al., 2014). In

contrast, because of directional selection, phenotype may be

directed towards a single phenotypic path (Rieseberg et al., 2002;

Hayden et al., 2014; Lässig et al., 2017).

Making the most accurate predictions about evolutionary

outcomes requires meticulous modelling based on genetic and

environmental data. Modern sequencing provides copious

amounts of genomic information that can be used to train
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computational models. With whole population genome sequencing

we gain the ability to track the genetic history of entire populations

and identify variants present at low frequencies. In combination

with high throughput assays of fitness and phenotype, this

computational data can be used to link genetic and phenotypic

data to variations in fitness with various forms of modelling.
7.1 Agent-based models

Agent-based models, or individual-based models, simulate

individual agents (organisms) interacting with each other and

their environment (Stillman and Goss-Custard, 2010; Moustakas

and Evans, 2013). ABM can be used to study how various factors,

including selection pressure, genetic variation and environmental

conditions influence the emergence of parallel evolution

(Moustakas and Evans, 2013; Urban et al., 2016). By simulating

the behaviour of these individuals over time, ABM can provide

insights into the dynamics of evolutionary processes and make

predictions about the future of evolutionary trajectories (Crooks

and Heppenstall, 2012; Nemiche et al., 2013; DeAngelis and Diaz,

2019). For example, agent-based simulation modelling of

colorecta l cancer has demonstra ted that intra tumor

heterogeneity is due to a high mutation rate and the presence of

a stem cell hierarchy (Niida and Iwasaki, 2022). Varying

parameters to simulate specific conditions provides a framework

to test hypotheses and make informative predictions about

evolutionary outcomes.
7.2 Population genetic models

Population genetic models measure changes in allele frequency

over time within an entire population (MacLean et al., 2010).

Through the consideration of factors such as mutation rates,

genetic drift, gene flow and natural selection, these models can

simulate the dynamics of allele frequencies and genotype

distributions (Yuan et al., 2012) and therefore be used to predict

how populations might evolve in certain scenarios. Commonly used

models include the Hardy–Weinberg Equilibrium, used to measure

the consistency of allele populations from generation to generation

in the absence of evolutionary forces (Salanti et al., 2005; Rohlfs and

Weir, 2008); the Wright–Fisher Model, used to measure frequency

changes in discrete, non-overlapping populations due to genetic

drift and random processes (Tataru et al., 2016; Hofrichter et al.,

2017; González Casanova et al., 2020); and mutation models, which

focus on understanding the rates, patterns and effects of mutations

on allele frequencies and phenotypic traits (Zeng and Cockerham,

1993; Estoup et al., 2002; Sainudiin et al., 2004). These models can

be applied to various evolutionary questions and have previously

been had applications from plant and animal breeding (Karlin and

O’Donald, 1978; Cooper et al., 2014; Hill, 2014) to conservation

genetics (Ouborg, 2010; Hohenlohe et al., 2021; Willi et al., 2022),

however many of these models include simplifications and

assumptions that natural populations may not fit perfectly.
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7.3 Phylogenetic comparison models

Phylogenetic comparisons analyse historical relationships

between organisms and use them to forecast evolutionary trends

(Cornwell and Nakagawa, 2017). Through the examination of

genetic sequences, morphological traits or behaviour patterns,

phylogenetic trees are constructed to illustrate branching points

and divergence times in evolutionary history. These trees,

constructed using statistical methods such as maximum

likelihood (Steel and Rodrigo, 2008; Amiroch et al., 2018) or

Bayesian interference (Makarenkov et al., 2006; Boussau et al.,

2013), enable the estimation of ancestral states and the

anticipation of future evolutionary trajectories. Phylogenetic

analysis has been successfully used to predict growth rates of soil

bacteria (Walkup et al., 2023), plant bioprospecting (Saslis-

Lagoudakis et al., 2012) and identifying evolutionary drivers of

mammalian brain development (Barton and Harvey, 2000).

Coupling in silico modelling with in vitro laboratory work will

provide the best approach for forming evolutionary predictions. By

integrating computational models with laboratory evolution

experiments, researchers can iteratively refine and validate their

models, leading to a deeper understanding of evolutionary

processes. Computational models can be used to generate

predictions about how organisms might adapt in a model

environment, which can then be tested experimentally in the

laboratory. Conversely, data from laboratory evolution

experiments can be used to train and validate computational

models improving their accuracy.
8 Future outlook

It is clear that evolution can be repeatable. Documented cases of

parallel and convergent evolution demonstrate repeatability in

individuals that are both highly and moderately genetically

related (Di Bella et al., 2013; Qiang-long et al., 2014; Reuter et al.,

2015). A comprehensive understanding of repeated evolution in the

form of convergence and parallelism is likely to increase our ability

to accurately predict evolution. Of great importance is the

determination that repeatability is a non-binary process that is

more accurately placed on a spectrum, with convergence and

parallelism reflecting one extreme end (Bolnick et al., 2018).

However, knowledge in what determines the placement of

repeatability along this spectrum is severely lacking. Are

stochastic forces the main driver for evolutionary variation? Does

the strength of selection predominantly determine repeatability? In

order to accurately make predictions about the trajectories and

outcomes of evolution, we need to be able to determine where this

repeatability breaks down. At what level of genetic divergence does

repeatability end? We also need to clearly define at what level

of repeatability we can make such predictions – is it at the broad

level of fitness or as specific as a particular nucleotide change?

Currently, literature on the extent to which repeatability is

dependent on genetic background is limited. If we can quantify how

distance from the shared common ancestor affects similarities in
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evolutionary trajectories, information about similar or distantly

related organisms can be used to determine how a particular

individual will react to an evolutionary pressure. For example –

predicting the evolution of antibiotic resistance in bacteria. We

could use comparisons of whole genome sequencing data to

anticipate the mechanisms with which a particular strain might

evolve resistance based on how other, related, strains have evolved.

This knowledge could prevent resistance evolving in the first place

by influencing the design of drug plans to treat infections

successfully and completely.

Studies of evolution that involve genetically diverse strains are

typically performed using phylogenetic and computational analysis

of natural populations (Grant and Grant, 2002; Wood et al., 2005;

Langerhans, 2008, Langerhans, 2010; Mertens et al., 2021). Under

these conditions, there is no control over environmental changes,

selection pressure or recombination. Access to genetic data at all

evolutionary steps is also unlikely, reducing the depth and volume

of data generated.

Because predictability is difficult to study in the wild, the most

promising approach for study is experimental evolution (Szendro

et al., 2013a; D’Souza and Kost, 2016). The control and access to a

“frozen fossil record” (Lenski et al., 1991) provides in-depth insight

into evolutionary processes at all levels of evolution – detail that

would not be possible with historical, comparative studies in nature.

Typically these experiments are performed on a small scale that

involves only a few replicate populations and often using the same

ancestral starting strain (D’Souza and Kost, 2016; Scribner et al.,

2020) limiting our understanding of how evolution is related to

genetic background at the molecular level. Performing large scale

evolution experiments with a diverse range of microbial strains will

provide a starting point to begin to determine at what level we can

predict evolution. Can we predict evolution at the community level?

The phenotypic level? The genotypic level?
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Shaw, R. G., et al. (2010). The rate and molecular spectrum of spontaneous mutations
in Arabidopsis thaliana. Science 327, 92–94. doi: 10.1126/science.1180677

Ostrowski, E. A., Woods, R. J., and Lenski, R. E. (2008). The genetic basis of parallel
and divergent phenotypic responses in evolving populations of Escherichia coli. Proc.
Biol. Sci. / R. Soc. 275, 277–284. doi: 10.1098/rspb.2007.1244

Ouborg, N. J. (2010). Integrating population genetics and conservation biology in the
era of genomics. Biol. Lett. 6, 3–6. doi: 10.1098/rsbl.2009.0590

Packer, M. S., and Liu, D. R. (2015). Methods for the directed evolution of proteins.
Nat. Rev. Genet. 16, 379–394. doi: 10.1038/nrg3927

Palmer, A. C., and Kishony, R. (2013). Understanding, predicting and manipulating
the genotypic evolution of antibiotic resistance. Nat. Rev. Genet. 14, 243–248.
doi: 10.1038/nrg3351

Palmer, A. C., Toprak, E., Baym, M., et al. (2015). Delayed commitment to
evolutionary fate in antibiotic resistance fitness landscapes. Nat. Commun. 6, 7385.
doi: 10.1038/ncomms8385

Payne, J. L., Menardo, F., Trauner, A., et al. (2019). Transition bias influences the
evolution of antibiotic resistance in Mycobacterium tuberculosis. PLoS Biol. 17,
e3000265. doi: 10.1371/journal.pbio.3000265

Peck, K. M., and Lauring, A. S. (2018). Complexities of viral mutation rates. J. Virol.
92. doi: 10.1128/JVI.01031-17

Perera, D., Poulos, R. C., Shah, A., Beck, D., Pimanda, J. E., and Wong, J. W. H.
(2016). Differential DNA repair underlies mutation hotspots at active promoters in
cancer genomes. Nature 532, 259–263. doi: 10.1038/nature17437

Pflughoeft, K. J., and Versalovic, J. (2012). Human microbiome in health and disease.
Annu. Rev. Pathol. 7, 99–122. doi: 10.1146/annurev-pathol-011811-132421

Phillips, P. C. (2008). Epistasis–the essential role of gene interactions in the structure
and evolution of genetic systems. Nat. Rev. Genet. 9, 855–867. doi: 10.1038/nrg2452

Pilakouta, N., Humble, J. L., Hill, I. D. C., Arthur, J., Costa, A. P. B., Smith, B. A.,
et al. (2023). Testing the predictability of morphological evolution in contrasting
thermal environments. Evolution; Int. J. organic Evol. 77, 239–253. doi: 10.1093/evolut/
qpac018
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