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Introduction: The precise detection of vegetation in urban parks is crucial for 
accurate carbon sink calculations and planting assessments, particularly in 
high-density cities. Unlike traditional methods designed for forest vegetation, 
the detection and classification of urban park vegetation face challenges such 
as unclear boundaries, multiple vegetation categories, low image resolution, 
labor-intensive manual calculations, and unreliable modeling results. However, 
by utilizing unmanned aerial vehicles (UAVs) equipped with high-resolution 
visible and multispectral (MS) remote sensing cameras, it becomes possible to 
label images with green normalized difference vegetation index (GNDVI) and full-
spectral three-channel information.

Methods: By employing a dual attention convolutional neural network (DANet) 
model that incorporates image fusion, DANet, and feature decoding networks, the 
high-precision detection of urban park vegetation can be significantly improved.

Results: Empirical validation carried out in Jinhai Park since 2021 has provided 
evidence of the effectiveness of the DANet model when utilizing early fusion and 
feature fusion techniques. This model achieves an accurate detection rate of 
88.6% for trees, 92.0% for shrubs, 92.6% for ground cover, and 91.8% for overall 
vegetation. These detection rates surpass those achieved using only visible 
images (88.7%) or GNDVI images (86.6%).

Discussion: The enhanced performance can be attributed to the intelligent 
capabilities of the double-in network. This high-precision detection model 
provides more precise scientific and technical support for subsequent park 
carbon sink calculations, assessments of existing vegetation for planting designs, 
and evaluations of urban ecological impacts.
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1. Introduction

The issue of global climate change caused by increasing carbon emissions has emerged as a 
significant challenge in the discussion surrounding global resources and ecological environments 
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(IPCC, 2022; Cheng et al., 2023). The sustainable enhancement of 
carbon sinks has been identified as a crucial solution to address this 
problem and to limit global greenhouse gas emissions, as outlined in 
the Kyoto Protocol. Traditionally, efforts to enhance carbon sinks have 
focused on natural regulation, primarily through the utilization of 
carbon-rich forests (Liu and Wang, 2010, 2015). However, the 
substantial carbon reserves present in urban green infrastructure, 
such as parkland, are often underestimated (Wang et al., 2021).

With continuous urbanization in the post-industrial era, carbon 
emissions in megacities have been on the rise. The reduction of 
forested areas in urban land use planning has diminished the overall 
carbon sink capacity. However, compensating for this reduction 
through the presence of extensive green plants in public, community, 
and wilderness parks can play an indispensable role in enhancing 
carbon sinks. The IPCC (2006) Guidelines for National Greenhouse 
Gas Inventories and A/R CDM Projects have provided supportive 
methods for calculating vegetative carbon sinks (IPCC, 2006). These 
methods categorize urban vegetation based on land use, including 
perennial herbaceous vegetation (e.g., lawn grass and garden plants), 
as well as trees found in home courtyards, urban streets, and parkland. 
However, the evaluation of vegetation canopy coverage, particularly 
for shrubs and herbaceous vegetation, remains a challenge, and their 
biomass growth is often ignored. Additionally, the use of default values 
based on natural forest land parameters can lead to high uncertainty 
when calculating tree coverage and biomass in urban areas, where data 
on carbon pool variation is limited. The general uncertainty associated 
with carbon pool valuation in urban areas is estimated to be 30%–50% 
higher than the average value (IPCC, 2006). Consequently, there is an 
urgent need for the development of practices for testing and classifying 
carbon sinks in urban parks, particularly with regard to high-precision 
detection of trees, shrubs, and grass coverages (Miao et al., 2022).

Furthermore, accurate detection of urban park vegetation plays a 
significant role in the sustainable assessment of planting designs and 
low-carbon engineering practices (Escobedo et al., 2010; Dunea et al., 
2021). The precise detection of indicators such as the boundaries, 
scale, and growth of trees, shrubs, and ground covers is crucial for 
effective urban parkland management. In recent years, mapping urban 
vegetation distribution has garnered significant interest due to its 
connection to various research fields, such as urban climate, quality of 
life, and Sustainable Development Goals (SDGs; Richards and Belcher, 
2019; Biswas et al., 2020; Rumora et al., 2020; Abdollahi and Pradhan, 
2021). However, the detection methods for park vegetation differ from 
traditional forest detection methods, as park vegetation is more 
diverse, varied, and complex in nature. Existing methods, including 
field investigation and design drawings, have limitations in evaluating 
the dynamic growth status of different plants, resulting in less reliable 
calculations of carbon sinks (Yu et  al., 2021). Currently, satellite 
remote sensing imagery is widely used for vegetation detection in 
urban areas, supplemented by Light Detection and Ranging (LiDAR) 
on Unmanned Aerial Vehicles (UAVs) and hyperspectral imagery 
(Alonzo et al., 2016; Song et al., 2020; Chivasa et al., 2021). However, 
the use of medium spatial resolution images often leads to mixed pixel 
problems, making it challenging to effectively separate different 
vegetation types from other land covers (Myint, 2006; Zhang et al., 
2010; Ren et al., 2015; Anchang et al., 2016). Therefore, the application 
of high spatial resolution images is being considered to reduce the 
mixed pixel problem (Castillejo-González et al., 2009; Łuców et al., 
2021). However, increased spatial resolution can introduce greater 

internal variability within the same land cover type, leading to 
decreased classification accuracy (Munechika et al., 1993; Hsieh et al., 
2001; Jia and Richards, 2002; Pu et al., 2011; Hirayama et al., 2018). 
Hence, developing advanced and accurate methods for urban park 
vegetation detection using high-resolution imagery is of 
paramount importance.

Recent advancements in remote sensing technology, particularly 
the availability of high-resolution satellite images and aerial 
photography, have opened up new possibilities for urban park 
vegetation detection. These technologies provide detailed and fine-
grained spatial information, enabling better discrimination and 
classification of various vegetation types within urban parks. 
Additionally, the integration of advanced image processing techniques, 
such as object-based image analysis (OBIA) and machine learning 
algorithms, has shown promising results in accurately detecting and 
mapping urban vegetation (Wang et  al., 2021). These approaches 
utilize the spectral, textural, and contextual information extracted 
from high-resolution imagery to differentiate between different 
vegetation classes.

OBIA is a widely adopted approach for urban vegetation detection 
due to its ability to consider not only pixel-level information but also 
object-level characteristics. By segmenting the image into meaningful 
objects based on their spectral and spatial properties, OBIA allows for 
more accurate classification and mapping of urban vegetation. 
Furthermore, OBIA facilitates the integration of auxiliary data, such 
as digital elevation models (DEMs) and LiDAR data, which can 
provide additional information about the vegetation structure and 
height (Wang and Gao, 2019).

Machine learning algorithms, including support vector machines 
(SVM), random forests (RF), and convolutional neural networks 
(CNNs), have shown great potential in urban vegetation detection 
(Hinton et al., 2006; Zhao et al., 2017; Yao et al., 2020; Yi et al., 2021; 
Zhao et  al., 2021; Huang et  al., 2022; Zhou et  al., 2022). These 
algorithms can learn from labeled training data to classify and identify 
different vegetation types based on their spectral signatures and spatial 
patterns. Additionally, deep learning techniques, such as CNNs, have 
demonstrated superior performance in image classification tasks by 
automatically learning hierarchical features from raw data (Liu 
Y. et al., 2018). Moreover, in recent years, research in this field has 
been focused on two main approaches for the classification of 
multispectral (MS) data. The first approach involves pan-sharpening 
the MS data to generate a fused image, followed by classification. 
Several studies have employed this method, including those by 
Shackelford and Davis (2003), Castillejo-González et al. (2009), Amro 
et al. (2011), Shingare et al. (2014), Huang et al. (2015, 2021), Masi 
et al. (2016), Zhong et al. (2016), and Liu X. et al. (2018). The second 
approach entails extracting distinct features from both the 
panchromatic (PAN) and MS data, which are subsequently fused for 
classification. This methodology has been explored in the works of 
Moser and Serpico (2011), Moser et al. (2016), Mao et al. (2016), and 
Zhang et al. (2016). These developments indicate that by leveraging 
the power of machine learning and deep learning algorithms, accurate 
and efficient detection of urban park vegetation can be achieved (Li 
et al., 2017).

Meanwhile, the literature has several limitations; first, due to the 
presence of various objects of different sizes within the same scene, the 
existing satellite remote sensing resolution makes it challenging to 
accurately detect the natural boundaries of diverse flora spaces 
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artificially designed and planted in urban parks (Soundararajan and 
Bovik, 2013; Taddeo et al., 2019). Additionally, the use of pixel-centric 
image patches as training samples can lead to confusion in the training 
of classification networks, as pixels with similar patch information but 
belonging to different categories may have very close Euclidean 
distances (Zhu et al., 2020). Second, the current multispectral analysis 
techniques in urban areas often rely on mixed images from specific 
wavelengths or spectrums, which may not adapt well to the expression 
of vegetation features. This can result in the misidentification of 
non-vegetative spaces such as building roofs and decorated lawns. 
Therefore, addressing these challenges requires a focus on the DANet 
(Dual Attention Network) mechanism in high-precision images, 
which can effectively integrate distinctive vegetation features across 
multiple resolutions. The DANet mechanism incorporates attention 
modules, including the channel attention module and position 
attention module. The former analyzes the information correlation 
among layers by extracting channel information independently and 
synthesizing it, while the latter focuses on the spatial perception plan 
by calculating correlations between pixels to determine important 
features. These modules are combined in a parallel manner, allowing 
for the assignment of attention weights to pixels in different vectors 
and spaces. The DANet mechanism enhances the analysis of 
information in wide areas and improves feature differentiation, 
making it suitable for multispectral and full-spectral three-channel 
visible image detection (Figure 1).

Overall, it can be deduced from the above discussion that the 
accurate detection and mapping of urban park vegetation play a 
crucial role in assessing carbon sinks, managing urban green spaces, 
and implementing low-carbon strategies (Amro et al., 2011; Casalegno 
et  al., 2017; Chakraborty et  al., 2020; Yuan et  al., 2022). High-
resolution remote sensing imagery, combined with advanced image 
processing techniques such as OBIA and machine learning algorithms, 
offers significant potential for improving the precision and reliability 
of urban park vegetation detection. Further research and development 
in this field are needed to enhance the accuracy, efficiency, and 
scalability of these methods. By effectively leveraging remote sensing 
technology and image analysis approaches, we can contribute to the 
sustainable management of urban ecosystems and mitigate the impact 
of climate change. Based on the foregoing discussion, this study aims 
to achieve the following objectives: (1) selection of appropriate 
equipment and indicators; (2) data collection in Jinhai Lake Park and 

labeling using Labelme; (3) accurate detection of shrubs and 
groundcover in park vegetation through image fusion, feature fusion, 
and DANet modeling; (4) investigation of the impact of vegetation 
height on experimental precision. The novelty of this study lies in the 
development of a high-precision detection model for urban park 
vegetation using an unarmed aerial vehicle (UAV) equipped with very 
high-resolution visible and multispectral remote sensing cameras, 
which overcomes the limitations of traditional methods and improves 
the accuracy of carbon sink calculation, planting assessment, and 
urban ecological impact evaluation in high-density cities. The 
proposed modifications and optimizations of this model aim to 
enhance the accuracy of carbon sink calculations and planting 
assessments, serving as a mathematical prerequisite for addressing 
urban carbon sink issues in high-density cities.

2. Methods and descriptions

2.1. Methodology

The methodology employed in this study follows a systematic 
workflow comprising several key steps to analyze urban park 
vegetation in Bubble Park, located in Fengxian District, Shanghai. 
First, a very high-resolution aerial survey was designed, utilizing an 
unmanned aerial vehicle (UAV) equipped with a DJI ZENMUSE P1 
full-frame aerial camera and a YUSENCE MS600Pro multispectral 
camera. This survey aimed to capture high-quality images with 
millimeter-level resolution, focusing on distinct boundaries of tree 
canopies, shrubs, and ground covers. The UAV was flown at a height 
of 100 m to capture images with six bands, requiring clear remote 
sensing zones with ample sunlight for optimal image quality. The 
collected images underwent preprocessing steps, including calibration, 
correction for geometric and radiometric distortions, and removal of 
noise or artifacts. Standardized labeling software was then used to 
label the original images, distinguishing trees as green, shrubs as 
yellow, and ground covers as red, which was crucial for training the 
neural network model accurately. To facilitate training and forecasting, 
the large-scale images were sliced into smaller 512 × 512 pixel slices 
with a 50% overlap between adjacent slices to improve the training 
scale and reduce fringe effects. Data augmentation techniques were 
employed to introduce diversity into the training dataset. The neural 

FIGURE 1

High-precision detection framework for urban park vegetation using DANet.
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network model, consisting of an image fusion network, DANet, and a 
feature decoding network, was developed for analyzing the labeled 
images and detecting vegetation categories. This model incorporated 
a feature pyramid network and position and channel attention 
modules for spatial and channel analysis. It was trained using a multi-
scale loss function and optimized with the Adam optimization 
algorithm to enhance accuracy in identifying and classifying 
vegetation categories. Finally, prediction results were validated or 
assessed based on several key performance indicators (KPIs). By 
following this systematic workflow, the study ensured a comprehensive 
and efficient analysis of urban park vegetation in Bubble Park, 
encompassing data acquisition, preprocessing, labeling, data 
preparation, neural network model development, and model training, 
ultimately providing valuable insights into the park’s 
vegetation composition.

2.2. Descriptions

2.2.1. Study area
The Bubble Park, located in Fengxian District, Shanghai, is a 

vibrant urban public green space characterized by its abundant 
vegetation (Figure 2). This park is situated in a subtropical monsoon 
climate zone, encompassing both temperate and subtropical urban 
landscape vegetation, making it a suitable and versatile location for 
relevant studies. With a total area of 19.35 hectares, the park boasts a 
remarkable 78% green space ratio and 22% pavement ratio. 
Surrounded by water bodies, ecological and botanical gardens, 
grasslands, and dense forests, Bubble Park has been recognized as one 
of the Top 10 Characteristic Vegetation Zones for Parks in Shanghai 
in both 2020 and 2021. Therefore, due to its excellent and diverse 
vegetation categories, this park serves as an ideal and representative 
site for studying urban park vegetation.

To gather comprehensive data, a highly detailed visible and 
multispectral aerial survey was conducted using unmanned aerial 
vehicles (UAVs) during May, June, and July of 2021. Only the image 
data from clear days were selected for analysis. The survey involved 
capturing six bands of data at a height of 100 m, including wavelengths 

of 450, 555, 660, 720, 750, and 840 nm. The resulting acquired images 
had a resolution of 2.54 cm per pixel. Specific spatial conditions were 
considered during the aerial survey, including the need for clear 
remote sensing zones with ample sunlight. Additionally, it was 
important to ensure distinct boundaries between tree canopies, 
allowing for differentiation between evergreen and deciduous trees. 
Furthermore, the survey aimed to capture clear distinctions between 
shrubs and ground covers, enabling the identification of various 
vegetation types such as wooden shrubs, grass, shrub groups, isolated 
shrubs, and more.

2.2.2. Data acquisition and processing
Acquiring high-resolution visible images is crucial to ensure the 

accurate detection of urban park vegetation. However, this process faces 
various challenges, including signal interference from aircraft, lighting 
clearance, wind speed, resolution, data transfer, and equipment weight. 
Overcoming these challenges, the combination of the DJI ZENMUSE 
P1 full-frame aerial camera and the YUSENCE MS600Pro multispectral 
camera carried by the DJI M300RTK UAV offers technical advantages 
such as high light sensitivity, wind resistance, a full-frame sensor, and a 
global shutter to minimize the jelly effect and ensure picture quality. 
Additionally, the customized APP and DJI Terra software used in this 
study enabled simultaneous flight planning and efficient acquisition of 
large-area image data. The multispectral sensor used in this study is a 
type of remote sensing sensor that captures data in multiple bands of the 
electromagnetic spectrum beyond what is visible to the human eye. It 
was equipped with a very high-resolution visible and multispectral 
remote sensing camera that captured the green normalized difference 
vegetation index (GNDVI) images and full-spectral three-channel 
images of the urban park vegetation. The sensor’s data was processed 
using a dual attention convolutional neural network (DANet) to 
improve the high-precision detection of vegetation in the study area. In 
this study, the focus is on the vegetation in urban parkland, which 
differs from natural forests and requires a more accurate prediction 
method than the commonly used NDVI. Therefore, the GNDVI was 
adopted as a more stable and accurate vegetation index, calculated using 
multiple bands, to analyze the multispectral three-channel visible light 
image. The GNDVI formula, defined as (NIR-Green)/(NIR + Green), 

FIGURE 2

Study area (A) site zone, (B) orthoimage research range.
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where NIR represents the 840 nm near-infrared band and Green 
represents the 555 nm green band, helps in understanding the 
vegetation characteristics.

The original visible image, multispectral GNDVI image, and 
labeled result are shown in Figure  3. The experimental images 
encompass multispectral GNDVI images and full-spectral three-
channel visible light images, with a resolution of 10,486 × 7,328 
pixels, focusing on tree, shrub, and ground cover elements. 
Standardized labeling software, Labelme, was used to label the 
original images, distinguishing trees as green, shrubs as yellow, and 
ground covers as red (Figure 4). To handle the large image size, the 
original image was sliced into 512 × 512 pixel sections for training 
and forecasting. The slicing process included an overlapping plan, 
with adjacent slices overlapping by 50%, enhancing the training 
scale and reducing the fringe effect. In this study, a total of 13,590 
sliced images were generated. Among these, 11,010 sliced images 
were utilized for training the model, 1,352 for testing, and 1,228 
were reserved for validation purposes. Further, GDAL was used for 
image processing, and ArcGIS and ENVI were used, respectively, 
for a geographical information system (GIS) and spatial 
data analysis.

For the evaluation and testing sets, a unique approach was taken 
to handle the large-scale images. Two independent 1,500 × 1,500 pixel 
images were randomly selected as part of the test set, while the 
remaining images were sliced into 512 × 512 pixel images with 
overlapping sections. To simulate real-world conditions, the 
experiment results were assessed after fusing the overlapped slices. 
The dataset was proportionally categorized to ensure an 8:1:1 ratio 
between the training set, validation set, and test set. The sample 
distribution of different categories of concern in the training set, 
verification set, and test set is illustrated in Table 1. To enhance the 
diversity of the training data, data augmentation techniques such as 
scaling, rotating, color-shifting, and adding Gaussian noise were 
applied to both the generated slices and their corresponding 
labeled images.

2.2.3. Modeling
The network structure included three parts (Figure  5): image 

fusion network, DANet, and feature decoding network. The integral 
structure was based on the encoder-decoder network. The encoder 
patch extracted the input feature spectrum from top to bottom. The 
decoder optimized the input feature from bottom to top, generating 
the interpreted result to satisfy the training requirement. Considering 
the multiple scales of the image, this network adopted a feature 

pyramid network (FPN) to separate and optimize basic features. In 
terms of lateral connection, features of the encoder and decoder were 
fused, and the elaboration of semantic segmentation was realized by 
combining the abstract semantic feature in the top layers and the high-
resolution detail feature in the bottom layers. Meanwhile, it is 
important to mention that for the programming of machine learning 
algorithms, Python was employed.

2.2.3.1. Image fusion network
Image fusion network extracted and fused basic features from the 

GNVDI images generated by multispectral images and visible images. 
The early fusion module worked by fusing two images through 
channels and then imputing features into the basic feature extraction 
network; the feature fusion module worked by fusing features 
extracted from symmetry basic features extraction networks.

In the early fusion module, the W, H, and C in the original image 
IR ∈ × ×W H C  and GNDVI image IR ∈ × ×W H C , respectively, refer 
to width, height, and the number of channels. After channel fusion, the 
two images generated a preliminary fusion feature FI ∈ × ×W H C2 , and 
then FI was compacted by two convolutional layers to 
generate Fearly ∈ × ×W H C. Then, Fearly was transferred as the input 
of the basic feature extraction network to generate the multi-level 
features FO

i Co∈ × ×mW mH , in which m  is the downsampling 
coefficient, i is the hierarchy number of convolutional blocks of the 
pyramid structure and Co is the number of output channels in the basic 
feature extraction network. Basic features were extracted 
through ResNet50.

In the feature fusion module, the dual-branch construction was 
conducted through a Siamese structure. XR ∈ × ×W H C  and 
XG ∈ × ×W H C  were adopted to generate basic image feature pairs, 
FRo
i Co∈ × ×mW mH  and FGo

i Co∈ × ×mW mH , through two parallel 
encoders. These two encoders shared the parameters and constructed 
the Siamese network in a symmetric structure. The outputs of the 
Siamese network were fused by channel concatenation. Then, features 
were arranged through the convolutional layer in similar ways, 
forming the data processing link of F F F FRo

i
Go
i

RG
i

O
i+ → → , in 

which + represents concatenation, FRG
i Co∈ × ×mW mH 2 , and 

FO
i Co∈ × ×mW mH . The generated FO

i  was fused with the outputs of 
the encoder to acquire information about multiple scales.

2.2.3.2. DANet
FO
i  extracted from the ResNet module in the basic feature 

network, regardless of whether it came from the early fusion module 
or the feature fusion module, served as the input for a dual attention 

FIGURE 3

Comparison of collected images: (A) original three-channel visible light image, (B) multispectral GNDVI image, (C) labeled image.
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module. Multiple dual attention modules established unilateral 
connections and constructed a multi-scale feature pyramid, facilitating 
the skip-connection of features between the encoder and decoder. 
Each dual attention module comprised a position attention module 
and a channel attention module (Figure 6).

In images, trees were usually enclosed by shrubs, and the grounds 
occupied a relatively large scale. This abstract visual observation result 
could be specified as the model parameter of the neural network. The 
spatial attention mechanism gave the network the ability to analyze 
the spatial relationship, connect neighborhood features, and enhance 
object features. In the position attention module (Figure 4A), the 
channel information in each layer FO

i Co∈ × ×mW mH  acquired from 

the basic feature network was compressed by max pooling and average 
pooling to generate global spatial information Fimax ∈ × ×mW mH 1 and 
Favgi ∈ × ×mW mH 1, which were fused by channel superposition and 
then generated a central matrix M pooling

i ∈ × ×mW mH 1  of spatial 
features by CNN. M pooling

i  controllled spatial information of positions 
for different pixels, in which pixels about objects were stressed by 
higher weight, while background features were inhibited by lower 
weight. The ELU was used on the element-wise sum results of matrixes 
M pooling
i and the original output features FO

i  to stimulate relevant 
neurons. Eventually, FSA

i Co∈ × ×mW mH  were generated to represent 
the final position attention features:

  
F elu F F FSA
i i

avg
i

O
i= ⊕( )⊗( ) max

 
(1)

In which   represents the feature convolution with 3 × 3 
convolutional kernel, ⊕  represents the feature layer link, and ⊗  
represents the element-wise sum.

For images with multiple spectrums, different channels represent 
different information, and the combination of channels can display 
various information about waterbody, vegetation, pavement, etc., so 
the channel attention module was trained to master the combination 
relationship among different channels (Figure 4B). For the traditional 
convolutional strategies, their convolutional kernels possessed 

FIGURE 4

Image labeling overview: (A) original image, (B) tree labeling, (C) shrub labeling, (D) ground cover labeling.

TABLE 1 Distribution of samples (pixel) in the training set, validation set, 
and test set.

Training 
set

Validation 
set

Test set Total

Number of 

sliced images
11,010 1,228 1,228 + 124

13,590 

slices

Pixel of tree 145.46 M 16.96 M 17.64 M 180.06 M

Pixel of shrub 297.98 M 39.2 M 32.06 M 369.24 M

Pixel of 

ground cover
439.62 M 50.34 M 59.1 M 549.06 M
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independence in the channel, which led the network to not make full 
use of the spectral features of multiple layers in the Full-spectral three-
channel visible light image. Therefore, we chose the channel attention 
module to specifically model the spatial relevance of channels. Feature 
FO
i  split into three branches after deformation and transposing, one 

branch of which generated a channel-pixel association feature matrix 
M i Co
1
∈ × N, while the second branch generated its shape-transposed 

matrix M i Co
2
∈ ×N , where N = ×mW mH. Operated by convolution 

and softmax activation function, the channel association matrix 
Mci C Co o∈ ×  was used to analyze the relationship between channels. 
Later on, features were modified for the fusion of Mci  and original 
feature FO

i : first, M i
2 wass convoluted by Mci  to generate M i Co

3
∈ ×N

; second, it was transposed into the channel central matrix 
M i Co
3
∈ ×N , which strengthens channel information from UAV, 

FIGURE 5

Integral network structure overview.

FIGURE 6

Structure of DANet for skip-connect and multi-scale feature pyramid. (A) Spatial attention module. (B) Channel attention module.
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focuses on the correlation between channels, and inhibits irrelevant 
channel information; finally, the fusion of this matrix of original 
features produced the spatial attention feature FCA

i :

  
F elu M FCA
i

CA
i

O
i= ( )⊗

 
(2)

2.2.3.3. Feature decoding network
All pixels at different positions were considered by the position 

attention module, in which weight sum was adopted to aggregate 
characteristics of each position selectively. No matter how far between 
them, similar features were mutually correlated. The channel attention 
module selectively emphasized interdependent channel mappings by 
integrating relevant features from all channel mappings. Finally, the 
outputs of two attention modules were added and processed by several 
3 × 3 convolutional neural layers to get the input features FA

i  
corresponding to the decoder of each layer:

  
F F FA
i

SA
i

CA
i= ⊕( )

 
(3)

Attention features FA
i  of different layers converted channel 

numbers through 1 × 1 convolution, and then resized the feature 
diagram by up-sampling, preparing for the subsequent feature fusion 
with the bottom features. Repetitively, the bottom-to-top feature 
fusion was realized step by step, which accelerated the expression of 
features and optimized the result of segmentation:

 

F
F F i bottom

F i bottom
D
i A

i
D
i

A
i

=
( )⊕( ) ≠

=







+ H 1
,

,
 

(4)

After obtaining FD
i of each layer, the probability graphs Pi were 

acquired through the convolution of 1 × 1 × C and softmax, which 
interpreted the presence of each object. The probability graphs had the 
same scale as the original label to guarantee the accuracy of 
calculation, in which C is the number of categories to be distinguished, 
and i is the hierarchy index of the feature pyramid.

2.2.3.4. Model training and loss function
With the aim of loss acquisition of multiple scales, the training of 

the model was based on supervised learning. Decoding feature 
diagram FD

i  in each fused layer was compared with the labeled object 
diagram GTi  to construct the multi-scale loss function, in which GTi  
is the downsampled labeled product. The structure of objective 
function Q P GTi i,( ) is shown below:

 

Q P GT
N L

p GT

p GT

i i

i

L

n

N
i n i n

i n i n

,( ) = − × ( )
+ −( ) −( )

∑∑1

1 1

, ,

, ,

log

log

 
(5)

where pi n,  is the probability of the nth object in the ith layer; 
GTi n,  represents whether this position has been labeled as the nth 

category after downsampling as if it has been labeled, GTi n, =1. L is 
the number of convolutional blocks included in the basic network, and 
N is the number of general categories.

During training, the objective function was optimized by the 
Adam function, and the learning rate was renewed by cosine annealing 
with an initial learning rate of 1 5e− , weight descent of 5 4e− , and 60,000 
times iterative training with a batch size of 4.

To balance the samples, the loss function was optimized by 
weighted cross entropy theory, which meant different objects were 
applied with different loss weights. The weight of small samples, such 
as trees, was elevated to improve their contribution to the loss 
function; the frequent samples, such as environmental context 
(including surrounding environment and black pixels in clipping), 
made less contribution to the loss function. We mainly modified the 
weight of the positive sample; the optimized loss function is 
shown below:

  

w GT GT

GT
n

n

n
N n

( ) =
∑  

(6)

  

Q P GT
N L

w p GT

p G

i i

i

L

n

N
n i n i n

i n

,( ) = − × ( )





+ −( ) −

∑∑1

1 1

, ,

,

log

log TT i n,( )
 

(7)

where w is the self-adapted weight parameter, calculated by the 
pixel distribution probability of the corresponding category of training 
images. And, n in wn represents different categories.

2.2.3.5. Height-based post-processing
The urban park scene provides observations of vegetation, with 

shrubs typically below 3 meters in height, trees ranging from 3 to 20 
m, and grass usually less than 30 cm. The variation in vegetation 
height plays a crucial role in distinguishing different categories. 
Traditionally, elevation information is obtained through laser radar, 
which measures the elevation of ground objects based on echo 
feedback (Quiros et  al., 2021). Radar data offers detailed spatial 
distribution information, making it the preferred data source for 
measuring forest structure parameters. However, the use of high-
density LIDAR data increases the cost of scene representation and 
interpretation, while acquiring high-precision DSM and DEM for 
scene observation is more cost-effective.

The remote sensing images used for segmentation were derived 
from orthodiagraphic concatenation, and the oblique images captured 
by the oblique camera were also valuable. To extract elevation 
information, we employed multi-stereo vision technology to process 
the oblique images, creating an oblique photographic model that 
captured detailed features of the scene. The resulting scene model is 
depicted in Figure 7A.

Using the Manhattan plane constraint method, we determined the 
absolute direction of the ground and projected the dense point cloud 
onto the ground direction through an overlooking scheme to generate 
a height map (Figure 7B). The lowest point of the fitted Manhattan 
plane served as the horizontal plane of the observation park, with the 
maximum observation elevation set at 25  m. For simplicity, 
we converted the elevation values to a grayscale map within the range 
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of 0 to 255. As seen in Figure 7B, the grayscale map was transformed 
into the RGB color space for better visualization.

Elevation data provides information about the vertical structure 
of the vegetation scene. Utilizing this information effectively in 
vegetation classification tasks is the primary focus of this section. An 
elevation distribution histogram was obtained by analyzing the 
distribution of elevation images through regression from 0 to 255 and 
fitting the distribution curve with a Gaussian function (Figure 8). 
However, contrary to prior knowledge, the elevation distribution did 
not follow a linear pattern and exhibited regional overlap in the 
analysis data. The differentiation in pixel heights alone was insufficient 
to determine vegetation species, often leading to confusion between 
small trees and tall shrubs. Additionally, due to the undulating 
background (with height differences greater than that of shrubs), 

distinguishing between grass and shrubs based on height alone 
was challenging.

In light of the aforementioned considerations, our study proposed 
three distinct methodologies for effectively extracting elevation 
information in the context of vegetation analysis. The first approach, 
referred to as hard division based on elevation (Figure 9A), involved 
partitioning the vegetation into four categories, including the 
background, by utilizing the mean value obtained from the Gaussian 
fitting function. This method provided a clear delineation of different 
vegetation types based on their respective elevation levels. The second 
method, termed soft partition based on elevation confidence 
(Figure 9B), took advantage of the Gaussian fitting function to derive 
category-specific confidence values. These values were then weighted 
by the logistic results generated from the segmentation process. By 

FIGURE 7

Scene model visualization. (A) Panorama dense point cloud generated based on oblique images. (B) Height map generated by point cloud projection.

FIGURE 8

Elevation distribution histogram and Gaussian fitting curve calculated based on elevation gray map.

https://doi.org/10.3389/fevo.2023.1185911
https://www.frontiersin.org/journals/ecology-and-evolution
https://www.frontiersin.org


Wei et al. 10.3389/fevo.2023.1185911

Frontiers in Ecology and Evolution 10 frontiersin.org

assigning the pixel to the category with the highest probability, this 
approach allowed for a more nuanced and probabilistic division of the 
vegetation based on elevation information. Finally, the decision fusion 
based on soft partition (Figure 9C) method combined the classification 
results obtained from both the segmentation process and the soft 
partition approach. This fusion took place at the decision level and 
aimed to leverage the advantages offered by elevation information, 
particularly in the classification of tree objects. By integrating the 
insights from both segmentation and elevation-based analysis, this 
approach enhanced the accuracy and reliability of vegetation 
classification in the presence of varying elevation levels. While the first 
method forced the elevation range to determine plant species, Figure 9 
demonstrates that elevation overlap exists among multiple vegetation 
classes, making the forced classification approach less accurate. 
Comparatively, the second method was more reliable. By fitting the 
Gaussian function curve generated by the histogram to the confidence 
probability of each class, we could define the confidence probability 
functions for our case as follows.

 
H x eshrub

x
;Θ( ) = − −( ) ∗( )93 82186 2 17 6250

2 2

. / .
#

 
(8)

 H x etree
x

;Θ( ) = − −( ) ∗( )146 24300 2 43 16374
2 2

. / .
# 

(9)

 H x egrass
x

;Θ( ) = − −( ) ∗( )87 24223 2 10 27300
2 2

. / .
# 

(10)

The construction of the height-related matrix for different 
categories was based on the pixel height of each image. By performing 
an element-wise multiplication of the height-related matrix and the 
logistic probability distribution matrix obtained through 
segmentation, updated probability distribution results were obtained. 
Each pixel was then assigned an updated category based on the 
argMax operation. It should be noted that although this approach 
effectively integrates elevation information into the segmentation 
model, we did not optimize the probability of the background. As a 
result, some uncertain vegetation areas may have had a lower logistic 
probability compared to the background after invoking the confidence 
probability, leading to the absence of certain vegetation areas. This will 
be further examined in Experiment 3.3. Specifically, we observed that 

the performance of the shrubs and grass classes did not improve 
compared to the original image-based interpretation, while the 
indicators for the background were less satisfactory. Only the tree 
category showed significant improvement.

Since tree stock is a key indicator for evaluating carbon emissions, 
we  considered decision fusion based on soft partitioning and the 
original segmentation results to achieve comprehensive segmentation 
and incorporate elevation information. Different strategies were 
applied to constrain different categories. In particular, we found that 
GNDVI results significantly enhanced the differentiation between 
vegetation and the background, indicating the reliability of the 
segmentation results for vegetation extraction. Therefore, the decision-
level fusion was based on the assumption that the background 
segmentation remains unchanged, while only the vegetation categories 
are updated. For trees, the soft partition-based predictions were 
considered accurate, and their boundaries were optimized using a 
conditional random field (CRF). As for shrubs and grass, 
we  maintained the original segmentation results based on visible 
images. However, changes in the tree category may result in the loss 
of category in certain areas, as shown in the red circle in Figure 10 in 
section 3.3. Therefore, based on the categories of surrounding pixels 
(considering only grass and shrub categories), the missing pixels were 
assigned the highest confidence category. In summary, by utilizing 
segmentation and elevation optimization results, we  can obtain a 
vegetation distribution map specific to the observation area.

2.2.4. Assessment of prediction results
The performance of various approaches was evaluated using the 

ResNet50 basic network and consistent training hyperparameters. 
Precision (P), Recall (R), and F1-score were employed as key 
performance indicators (KPIs) to assess the effectiveness of each 
approach. P measures the accuracy of category discrimination by the 
model, while R indicates the model’s ability to correctly identify and 
locate objects of interest. The following equations were used to 
compute P, R, and F1-score.

 
P =

+
TP

TP FP  
(11)

 
R =

+
TP

TP FN  
(12)

FIGURE 9

Schematic depictions illustrating three distinct methodologies for the fusion of elevation information. (A) Hard division based on elevation. (B) Soft 
partition based on elevation confidence. (C) Decision fusion based on soft partition.
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where TP refers to the number of pixels successfully predicted as 
the object with the correct category, FN refers to the number of pixels 
predicted as the background but that is actually the object, and FP 
refers to the number of pixels predicted as the object but that is 
actually the background.

3. Results

3.1. Assessment of predicted result

We compared the test results of different approaches using the 
same ResNet50 basic network and fixed training hyperparameters 
(Figure 5). Based on the analysis of the segmentation results, several 
key observations can be made. First, when solely utilizing the visible 
image for training and prediction, a substantial loss of tree information 
occurred, leading to poor discrimination between different types of 
vegetation. Second, employing only the GNDVI image resulted in a 
more pronounced loss of tree objects, primarily due to the absence of 
detailed material features. Furthermore, the objects in the 
segmentation appeared as clusters rather than distinct individual 
entities. However, the advantage of this approach was evident in 
segmenting the green environment from the surrounding hard 
pavement. The dual image fusion approach, whether it was early 

fusion or feature fusion, performed better in separating trees and 
shrubs. However, in the case of early fusion, the objects still appeared 
too clustered, possibly due to the forced fusion of early features and 
insufficient extraction of abstract features. Feature fusion, which 
conducted independent feature fusion in each phase using a multi-
scale feature extraction network and dual attention module, effectively 
utilized the advantages of both visible and GNDVI images in object 
segmentation. It successfully extracted detailed information from the 
images with better results.

To ensure critical reliability and accuracy verification of image 
processing and on-site measurements, we  conducted physical 
verification using a 3D oblique photographic scanning model with 
high-precision aerial imagery at a centimeter scale. Comparisons and 
verifications with highly dense point cloud data showed that the 
results obtained through this detection method were generally 
consistent with the results measured by humans on-site (Figure 11).

3.2. Assessment of model performance

The evaluation of different image inputs revealed that the GNDVI 
image demonstrated inferior performance in P, R, and F1-score when 
compared to the visible light image, as evidenced by the results 
presented in Table  2. However, the GNDVI image excelled in 
distinguishing the background from the objects. Moreover, the 
performance of the dual network architecture surpassed that of the 
single network architecture (Figure 12). Specifically, in the case of tree 

FIGURE 10

Evaluation of elevation fusion methods (A) original visible image, (B) label, (C) original segmentation results, (D) hard partitioning results based on 
elevation, (E) soft partitioning based on elevation confidence (Background optimization not completed), (F) soft partitioning based on elevation 
confidence (after background optimization), (G) decision fusion based on soft partitioning and background optimization. 
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classification, the early fusion approach improved precision by 5.09% 
compared to the single visible light image input and achieved a 21.15% 
precision improvement over the single GNDVI fusion method. 
Furthermore, the feature fusion approach demonstrated even better 
performance, with a 5.44% precision improvement compared to the 
single visible light input. The results obtained from visualization and 
digitalization techniques both confirmed that the combination of the 
two types of images in the input network consistently yields better 
performance. Notably, the feature layer fusion technique, which 
accurately detected 91.8% of the park vegetation, outperformed direct 
fusion at the image layer in terms of precision and accuracy.

3.3. Experiments on elevation optimization 
methods

During the experiment, some deficiencies were found. Our 
segmentation model could not accurately extract newly planted trees, 
which did not yet have branches and leaves. For this purpose, 
we specially selected an area with newly planted trees for evaluating 
different elevation fusion methods. The patch size was 1,000*1,000, 
which was almost the worst-performing slice in the original 
performance evaluation. As shown in Figure 10, three schemes for 
combining elevation information were compared. We  took the 
representative slice to characterize the ability of our method to 

recognize the whole scene. For the hard partition based on elevation, 
as discussed in method 2.7, the classification of shrubs and grass was 
extremely poor, and some trees were missing, as shown in 
Figure 10D. For the soft partitioning method in Figure 10E, though 
most grass vegetation was recognized, there were many recognition 
failures due to the wrong height condition. We then tested the decision 
fusion scheme. As shown in Figure  10F, the shrubs and grass 
maintained the original segmentation results based on the visible and 
GNDVI images, but the trees were updated. Some areas, such as the 
red circle, showed a loss of category after optimizing the surrounding 
background. The wrong background holes caused by tree change were 
unignorable. Therefore, we optimized the result through decision 
fusion, and the result is shown in  Figure 10G. Obviously, the overall 
segmentation effect is better. 

We evaluated the abovementioned approaches using indicators 
(Table 3). The original segmentation method achieved the best results 
on the background. Once elevation information was added, the 
recognition effectiveness of all vegetation and background decreased, 
except for trees. This was in line with our expectations. The results of 
the soft partition, in particular, decreased significantly on shrubs and 
grass. Combining the advantages of multiple data, our proposed 
decision fusion based on soft partition not only maintained the ability 
of visible light and GNDVI data to distinguish among various 
vegetation but also realized the high-precision identification of trees 
with the help of elevation. Significant detection improvement, from 

FIGURE 11

Two proofread image example depicting the 3D oblique photographing model.

TABLE 2 Performance analysis of models (units: %).

Single in network Double in network

Only visible image Only GNDVI image Early fusion Feature fusion

P R F1 P R F1 P R F1 P R F1

Background 0.974 0.986 0.979 0.973 0.960 0.967 0.973 0.983 0.979 0.982 0.979 0.982

Tree 0.845 0.761 0.839 0.733 0.698 0.782 0.888 0.758 0.846 0.891 0.819 0.886

Shrub 0.804 0.920 0.890 0.787 0.862 0.873 0.820 0.925 0.899 0.857 0.931 0.920

Grass 0.924 0.841 0.900 0.821 0.859 0.888 0.913 0.844 0.907 0.914 0.872 0.926

Average 0.876 0.851 0.887 0.797 0.834 0.866 0.882 0.854 0.895 0.894 0.881 0.918

The bold values represent the best results.
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0.722 to 0.850, was observed, especially for some bald trees that 
humans cannot easily detect by color, which proved that our method 
combining neural network segmentation and elevation was effective.

4. Discussion

4.1. The advancement of double inputs 
DANet in high-precision park vegetation 
detection

This study primarily focused on the extraction of three objects, 
namely, trees, shrubs, and ground cover, which exhibit similar color 

spectra and blurred distribution boundaries, leading to difficulties in 
their direct detection using the visible light spectrum. In recent years, 
the integration of information theory in image processing technology 
has gained prominence, as it suggests that higher digital information 
variance often yields more valuable information. However, the visible 
light spectrum, particularly the green wave band, has limited variance 
in the image information of the targeted vegetation categories. To 
address this limitation, additional material information is considered 
to supplement the original information, thereby enhancing the 
influence of information variance on the subsequent output in an 
end-to-end network (Jung et al., 2014). In this study, near-infrared 
wavelength bands were incorporated to increase the information 
content (Glenn et  al., 2010; Zhang and Li, 2016). The Green 

FIGURE 12

Comparative analysis of various models: (A) visible light image, GNDVI image, and labeled image, (B) only visible light image, (C) only GNDVI image, 
and (D) early fusion (E) feature fusion.

TABLE 3 Performances of different height-based post-processing methods.

Segmentation model Hard partition based on 
elevation

Soft partition based on 
elevation

Decision fusion based 
on soft partition

P R F1 P R F1 P R F1 P R F1

Background 0.926 0.924 0.925 0.578 0.936 0.714 0.894 0.929 0.911 0.915 0.933 0.924

Tree 0.929 0.591 0.722 0.881 0.388 0.539 0.832 0.889 0.860 0.825 0.877 0.850

Shrub 0.854 0.946 0.898 0.095 0.349 0.150 0.658 0.853 0.743 0.835 0.913 0.872

Grass 0.855 0.938 0.895 0.592 0.282 0.382 0.916 0.812 0.861 0.934 0.891 0.912

Average 0.891 0.850 0.860 0.537 0.489 0.446 0.825 0.871 0.844 0.877 0.904 0.890

The bold values represent the best results.
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Normalized Difference Vegetation Index (GNDVI) was chosen as the 
experimental focus due to its robustness in distinguishing vegetation 
from non-vegetation and its low sensitivity to soil background variance.

Experimental comparisons between fusion approaches and using 
only visible images in the same encode-decode network revealed 
distinct differences in their effectiveness. While using only visible 
images could separate vegetation from multiple categories, the results 
differed significantly from those obtained through fusion. Specifically, 
the recall for trees was 11.83% below the average level, resulting in a 
significant loss of tree samples. The precision for shrubs was 8.95% 
lower than the average level, leading to its potential misinterpretations 
as other categories. These findings highlight the limitations of using 
only visible images for testing. In contrast, fusion approaches, such as 
feature fusion, showed notable improvements, with a 7.5% average 
increase in tree recall and a 4.32% improvement in shrub precision, 
among other enhancements. A total improvement of 3.49% was 
observed in the overall F1 scores for trees, shrubs, and groundcover, 
which increased by 5.60%, 3.37%, and 2.89%, respectively. Notably, the 
detection of trees was significantly improved after information fusion, 
indicating that the addition of mutual information between the green 
and near-infrared spectra improves the network’s capacity to detect 
vegetation and improves its response to variance information in 
various categories, enabling better utilization of the red and blue 
spectral information.

To address the question of whether GNDVI information provides 
more data than visible images alone, a similar experiment was 
conducted. The results indicated that using only GNDVI images 
performed worse than using only visible images. The overall 
performance of GNDVI input was 2.37% lower, with a decrease of 
2.00% in recall and a decrease of 9.02% in precision compared to using 
visible images alone. Specifically, for trees, the mean recall value 
decreased from 3.54% to 8.03%, precision increased from 10.58% to 
16.31%, and the overall F1 score increased from 5.41% to 9.70%, 
indicating a significant degradation in performance (Rehman et al., 
2022). However, while visible images outperformed GNDVI images 
in terms of precision and recall, the scenario differed for shrubs, with 
precision decreasing from 8.22% to 1.25% (compared to the decrease 
in the mean value), but the mean value of the overall detection rate 
increased from 0.34% to 0.81%. Similarly, for ground cover, the mean 
value of the overall detection rate (F1 score) increased from 1.47% to 
2.54%. The inferior performance of GNDVI images compared to 
visible images can be attributed to the limited initial information in 
GNDVI, which only includes green and infrared spectral information, 
in contrast to the three-spectral information present in visible images. 
Particularly for trees, the similarity in the green spectrum makes it 
challenging to distinguish them from surrounding vegetation. 
However, despite the performance degradation in tree detection, the 
improvement observed in shrub and ground cover categories suggests 
that GNDVI information can effectively enhance the network’s 
attention toward discriminating large-scale shrubs and ground cover.

Overall, whether using visible images or GNDVI, incorporating 
fused information into the DANet (Dual Attention Network) yielded 
superior results compared to using a single type of data. This 
superiority was reflected in the improved ability to distinguish 
between vegetation and non-vegetation, as well as in the 
discrimination of different vegetation materials assisted by the red and 
blue spectra in visible light, without interference from the green 
spectrum. Therefore, the fusion-based approach significantly 

leveraged the strengths of both types of data, leading to enhanced 
vegetation detection and classification performance.

4.2. The application of double inputs 
DANet in high-precision detection for 
carbon sink calculation

The accurate detection of urban vegetation plays a critical role in 
calculating urban carbon storage (Zhang et al., 2022). To accurately 
estimate carbon sink, it is essential to detect and measure trees, shrubs, 
and ground cover (IPCC, 2006). The high-precision detection of 
vegetation in urban parkland addresses the challenge posed by 
complex vegetation compositions and artificial environments. 
Consequently, the model developed in this study can be applied to 
similar urban ecological spaces such as urban green spaces, office 
parks, and suburban green areas. The precise measurement of carbon 
sink vegetation facilitates a better understanding of ecological aspects 
in park restoration projects. Additionally, the GNDVI index can serve 
as a reference for studying the relationship between vegetation growth 
and climate change (Morshed and Fattah, 2021). Moreover, the high-
precision vegetation detection provided by DANet is valuable for 
calculating carbon sink in low-carbon office parks. The concept of 
net-zero emissions extends beyond energy-efficient buildings and 
encompasses detailed carbon sink calculations for landscapes (Feng 
and Liu, 1991). In rural and suburban areas, the construction of large 
parks and ecological woodlands is a widespread global trend. 
However, these areas often combine elements such as streets, 
residential areas, and transportation spaces. Therefore, the model 
developed in this study has the potential to be extensively applied in 
the construction and assessment of low-carbon rural areas and 
ecological wilderness parks.

Currently, there is a growing emphasis on low-carbon planning, 
particularly in comprehensive regional planning initiatives such as the 
Yangtze River Delta Strategy in China. Many provinces and cities have 
established explicit indicators for assessing and promoting carbon 
sinks in urban and forestry planning. By calibrating and optimizing 
the double-input DANet model with high-precision, multi-resolution 
remote sensing imagery, more accurate spatial alignment can 
be achieved for urban planning and management using GIS.

4.3. The application of double inputs 
DANet in green space assessment

The double-input DANet model proposed in this study can also 
be  applied to the detection and recognition of vegetation in 
microenvironments and microclimates of green spaces. This has 
significant implications for calculating indicators proposed by green 
space administration, such as land scale, heat island intensity, 
microclimate effects, and growth parameters (Chen B. et al., 2022; 
Fernández et al., 2022). Furthermore, the model can facilitate spatial 
studies involving multiresolution street-view images with vegetation 
(Chen H. S. et  al., 2022), which offer better-matching potential 
compared to low-resolution satellite imagery. Vegetation coverage in 
microenvironments operates on an even smaller scale than in urban 
parks, making the model effective in accurately detecting the precise 
boundary layout of vegetation. Additionally, when combined with 
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dense point cloud elevation data, the model enables comparisons of 
3D spatial characteristics, providing valuable references for green 
vision ratio, view corridors, and the assessment of vegetation growth 
health, among other aspects. The collection of long-term image data 
allows for the reasonable assessment of vegetation coverage and 
growth trends, which are instrumental in municipal vegetation 
planning and ecological service appraisal.

4.4. Limitations

The focus of the double-input DANet model in this study was 
primarily on high-resolution data assessment. However, the challenges 
of image processing in environmental monitoring arise when dealing 
with low or medium-resolution images, making it even more difficult to 
differentiate between tree, shrub, and ground cover categories. Therefore, 
future efforts will be directed toward enhancing the detection capabilities 
for images with low or medium resolution, with a particular emphasis 
on capturing detailed features. It is important to note that this neural 
network-based method relies on big data for optimal performance. 
Consequently, the model’s ability to distinguish categories may inevitably 
decline when encountering different scenes or seasonal changes. 
However, the robustness of the model can be improved through the 
supplementation of data and consistent training.

Regarding vegetation height, the elevation distribution did not 
exhibit a linear relationship, and there were instances of regional 
overlap in the analysis data. Pixel-level height differentiation alone 
cannot accurately reflect vegetation species, and distinguishing 
between small trees and tall shrubs, as well as differentiating grass and 
shrub categories based solely on height, can be challenging. While 
incorporating height-related matrices into the segmentation model 
effectively integrates elevation information, it was observed that the 
performance of shrubs and grass classes was not superior to the 
original results obtained through image-based interpretation. 
Moreover, indicators related to the background were less ideal, 
whereas the tree category experienced a significant improvement.

In terms of information supplementation, this study found that the 
inclusion of near-infrared or other wave spectrums was still insufficient. 
In addition to the GNDVI, other scientific calculation plans, such as 
the LCI (leaf chlorophyll index), NDRE (normalized difference 
vegetation index), and OSAV (optimized soil-adjusted vegetation 
index), can be considered to enhance vegetative information. Although 
this research paper emphasizes the significance of segmenting multiple 
data into different categories using GNDVI, it acknowledges that other 
possibilities will be explored in future research. While the double-input 
DANet model has demonstrated effectiveness in the high-precision 
detection of vegetation in urban parks, its broad application to carbon 
sink calculation, assessment of existing vegetation for planting design, 
and evaluation of urban ecological impacts require specific 
optimization tailored to different practical projects.

5. Conclusion

With the increasing emphasis on reducing greenhouse gas 
emissions and enhancing vegetation carbon sink, the study of biomass 
estimation for various types of vegetation in urban parks has become 
a crucial factor in calculating carbon sink in urban green spaces. The 

accurate detection of vegetation coverage serves as the foundation for 
such calculations. To address this challenge, a DANet model is 
proposed, which leverages very high-resolution visible and 
multispectral images obtained from UAVs equipped with remote 
sensing cameras. This model significantly improves the high-precision 
detection of urban park vegetation, thus providing a solution for 
accurate carbon sink calculations. In the analysis of vegetation 
elevation, post-processing techniques based on height information can 
enhance the detection rate of trees from 0.722 to 0.850. However, the 
effectiveness of these techniques for shrubs and grass categories is not 
superior to the original results obtained through image-based 
interpretation. Empirical verification conducted in Jinhai Park 
demonstrates that the DANet model, employing early fusion and 
feature fusion approaches, achieves accurate detection rates of 88.6% 
for trees, 92.0% for shrubs, 92.6% for ground cover, and 91.8% for 
overall vegetation. These findings provide robust scientific support for 
subsequent carbon sink calculations and vegetation assessments.
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