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The metabolic cost of foraging is the dark energy of ecological systems. It 

is much harder to observe and to measure than its beneficial counterpart, 

prey consumption, yet it is not inconsequential for the dynamics of prey and 

predator populations. Here I  define the metabolic response as the change 

in energy expenditure of predators in response to changes in prey density. It 

is analogous and intrinsically linked to the functional response, which is the 

change in consumption rate with prey density, as they are both shaped by 

adjustments in foraging activity. These adjustments are adaptive, ubiquitous 

in nature, and are implicitly assumed by models of predator–prey dynamics 

that impose consumption saturation in functional responses. By ignoring 

the associated metabolic responses, these models violate the principle of 

energy conservation and likely underestimate the strength of predator–prey 

interactions. Using analytical and numerical approaches, I show that missing 

this component of interaction has broad consequences for dynamical 

stability and for the robustness of ecosystems to persistent environmental 

or anthropogenic stressors. Negative metabolic responses – those resulting 

from decreases in foraging activity when more prey is available, and arguably 

the most common – lead to lower local stability of food webs and a faster 

pace of change in population sizes, including higher excitability, higher 

frequency of oscillations, and quicker return times to equilibrium when stable. 

They can also buffer the effects of press perturbations, such as harvesting, 

on target populations and on their prey through top-down trophic cascades, 

but are expected to magnify bottom-up cascades, including the effects of 

nutrient enrichment or the effects of altering lower trophic levels that can 

be caused by environmental forcing and climate change. These results have 

implications for any resource management approach that relies on models 

of food web dynamics, which is the case of many applications of ecosystem-

based fisheries management. Finally, besides having their own individual 

effects, metabolic responses have the potential to greatly alter, or even invert, 

functional response-stability relationships, and therefore can be critical to an 

integral understanding of predation and its influence on population dynamics 

and persistence.
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Introduction

Predation is one of the most important ecological interactions, 
determining the flow of energy and matter in nature, and 
imposing selective pressures that shape the evolution of organism 
traits and their distribution in ecological communities (Elton, 
1927; Lindeman, 1942; Paine, 1966; Sih et al., 1985; Vermeij, 1994; 
Abrams, 2000; Estes et  al., 2011; Rossberg, 2013). Since its 
foundation from the Lotka-Volterra model in the early twentieth 
century, predator–prey theory has increasingly recognized the role 
of behavior and bioenergetics as drivers of trophic interactions 
and the dynamics of populations and ecosystems (Holling, 1966; 
Abrams, 1984, 2010; Yodzis and Innes, 1992; Lima, 1998; Kondoh, 
2003; Schmitz et al., 2004; Rooney et al., 2006; Loeuille, 2010; 
Valdovinos et  al., 2010). Relevant advancements include the 
adoption of a metabolic approach that imposes temperature and 
body size constraints to rates of predation from first principles of 
thermodynamics and allometry (Brown et al., 2004; Brose, 2010; 
Rall et  al., 2012; Sibly et  al., 2012; Gilbert et  al., 2014). Such 
incorporation of more realistic features of foraging and 
metabolism into theory has been shown to greatly alter the 
dynamical stability, structure, and evolution of model populations 
(Yodzis and Innes, 1992; Kondoh, 2003; de Ruiter et al., 2005; 
Loeuille and Loreau, 2005; Brose et al., 2006; Otto et al., 2007; 
Petchey et al., 2008; Heckmann et al., 2012; Kalinkat et al., 2013; 
Fussmann et al., 2014; Pawar et al., 2015; Ho et al., 2021; Kratina 
et  al., 2022), with implications for the management and 
conservation of natural resources.

When linking individual bioenergetics to the dynamics of 
populations and ecosystems, it is important to determine how both 
energy gains and losses of a predator organism, given by its rates of 
food consumption and metabolic expenditure, vary with prey 
density. This is because these two routes of energy flow entail 
different feedback mechanisms between predator and prey 
(Figure 1). As prey vary in density, so does the chance of finding and 
capturing them. The most assumed consequence is a change in the 
predator’s food consumption rate, which defines the functional 
response (Holling, 1959a). Another, usually overlooked consequence 
of prey density variation is a change in the predator’s metabolic 
expenditure, hereby referred to as metabolic response. The 
expenditure occurs in the form of respiration resulting from any 
type of activity that is responsive to the presence of prey, but often 
from that spent foraging. When prey become more abundant they 
will likely be easier to find, so one common predator behavior is to 
slow down the rate of foraging to save energy while attaining a 
certain level of consumption (Werner and Anholt, 1993; Giacomini 
et al., 2013), resulting in a negative metabolic response. If the chosen 
behavior is to increase effort, the result is a positive metabolic 
response. The functional response affects both populations directly 
through their exchange of energy. The metabolic response will affect 
the prey population only indirectly as a consequence of the 
predator’s adjustment in their own rate of energy loss. The two 
responses are nonetheless intrinsically linked as food consumption 
and metabolic expenditure are jointly determined by foraging effort.

Accounting for metabolic responses is especially relevant if a 
metabolic interpretation is given to consumption saturation. 
Maximum consumption rates can result from prey handling time 
limitation, as originally proposed for type II functional responses 
(Holling, 1959b). However, for a wide range of predators 
maximum consumption rates are determined by digestion 
limitation (Jeschke et al., 2002), which is assumed by many models 
to be set by metabolic rate, at least for broad comparisons between 
species and for time scales that are applicable to population 
dynamics (Peters, 1983; Yodzis and Innes, 1992; Jeschke et al., 
2002; van Gils et al., 2005; Koen-Alonso, 2007; Otto et al., 2007; 
Brose, 2010; Hartvig et al., 2011; Rossberg, 2013; Papanikolaou 
et al., 2014, 2020). As argued by Jeschke et al. (2002), digestion is 
a background process, so foraging and capturing prey is still 
possible while digesting others. The most plausible mechanism for 
consumption saturation, which is also the assumed mechanism 
leading to a Holling type II response, is thus a decline in foraging 
effort as prey density goes up and hunger level goes down (Holling, 
1966; Munk, 1995; Jeschke et al., 2002). The alternative, keeping 
foraging effort constant despite increases in prey density, would 
imply a nearly satiated predator spending unnecessary energy just 
to reject many useless prey encounters, and is therefore 
maladaptive and unrealistic. If we accept that changes in foraging 
effort form the mechanistic basis for saturating functional 
responses, we have also to accept that they should be accompanied 
by changes in metabolic costs if we  abide to the Second Law 
of  thermodynamics, or the principle by which energy 
transformations always incur losses through heat. Even if 
consumption rate is limited by prey handling, the mechanism for 
saturation would still involve adjustments in foraging: the longer 
the time spent handling prey, the less time there is available to 
search for them. The only scenario allowing for no variation of 
energetic expenditure in this case would be if the energetic cost 
per unit time were the same for handling and searching, which is 
too unlikely to be of general relevance. Therefore, models that 
impose consumption saturation in functional responses but 
ignore metabolic responses can be  interpreted as making a 
difficult choice between two options: (i) to ignore the Second Law 
and assume that foraging effort and metabolic costs are not 
related, versus (ii) to follow the Second Law, but leave the changes 
in metabolic costs out of the model, in which case it cannot 
be claimed to fully account for mass balance in the system and 
thus violates the First Law of thermodynamics, or the principle of 
energy conservation.

Empirical evidence for metabolic responses comes from two 
main sources: (i) the widespread evidence that consumer 
organisms adjust foraging effort to varying prey density or quality, 
and (ii) the inevitable energetic costs associated with such an 
effort, as verified by a myriad of studies on bioenergetics. 
Adjustments in foraging have been observed both in the 
laboratory and in the field for a variety of taxa including birds 
(Cairns, 1987; Burger and Piatt, 1990; Bryant and Tatner, 1991; 
Tinbergen and Dietz, 1994; Thomas et al., 2001; Jodice et al., 2002, 
2006; Tieleman and Williams, 2002; Fraser and Hofmann, 2003), 
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mammals (Boyd, 1999; Hanya, 2004; Goldbogen et  al., 2011; 
Shiratsuru et  al., 2021), reptiles (Huey and Pianka, 1981; 
Formanowicz Jr et al., 1989), amphibians (Jaeger and Barnard, 
1981; Anholt and Werner, 1995; Anholt et al., 2000), fish (Munk, 
1995; Metcalfe et al., 1999; Pazzia et al., 2002; Sherwood et al., 
2002; Biro et al., 2003; Iles and Rasmussen, 2005; Kaufman et al., 
2006; Killen et al., 2007; Cruz-Font et al., 2019), and invertebrates 
(Formanowicz, 1982; Formanowicz Jr and Bradley, 1987; Kohler 
and McPeek, 1989; Johansson, 1991; Hirvonen, 1999; Kreiter and 
Wise, 2001; Scharf et  al., 2011). In most of these examples, 
foraging effort decreases with increasing prey density, configuring 
a negative response. The energetic costs of activity, of which 
foraging is an important component, can in turn make up a large 

portion of total metabolic costs in the field. For example, Christian 
et  al. (1997) estimated that the proportion of energy used for 
activity is >50% for most of their studied lizard species in the field, 
some reaching 80%, and sustained field metabolic rates were 1.1 
to 5.1 times the resting metabolic rate. A similar picture emerged 
from a review of 37 vertebrate species by Peterson et al. (1990), 
including ecto-and endotherms, with most sustained metabolic 
rates being 1.5 to 5 times resting metabolic rates. Some are nearly 
7 times the resting rate, which is close to maximum metabolism, 
as observed in breeding birds (Birt-Friesen et al., 1989; Peterson 
et al., 1990; Bryant and Tatner, 1991) and in Antarctic fur seals 
(Costa et al., 1989). Active metabolism is also an important part 
of the energy budget in fish, being responsible in some populations 

A

B C D

FIGURE 1

Functional and metabolic responses. (A) two major components of energy flow in predator organisms are food consumption and respiration rates 
(thick arrows). Prey density can influence predator dynamics through its influence on consumption (continuous arrow) and/or its influence on 
respiration (dashed arrow), configuring the functional and metabolic responses, respectively. As both responses can be mediated by changes in 
foraging effort, the three typical functional response curves (I, II, and III, Holling, 1959a) can be linked to their expected metabolic response 
counterparts (B–D). A type I functional response is the simplest and results from constant foraging effort leading to prey encounter rates that are 
proportional to prey density (B, continuous line), so the associated type I metabolic response is a constant (dashed horizontal line). A type II 
functional response is characterized by saturation of consumption rates at high prey densities (C). The associated type II metabolic response is a 
hyperbolic decline in metabolic expenditure (a negative response), reflecting a decline in the foraging effort required to reach a certain level of 
consumption as prey density increases. This same decline in foraging also explains the decelerating shape of the functional response (see the 
Supplementary material for mathematical derivation). In some cases, if prey density decreases to very low levels, it can be beneficial for the forager 
to slow down the rate of foraging and save energy. This results in a hump-shaped relationship between prey density and foraging effort and 
consequently a hump-shaped metabolic response (D), which is a type III metabolic response as the functional response emerging from the same 
foraging strategy has the characteristic sigmoidal shape. These associations between functional and metabolic response types are not supposed 
to be rigid though, they were chosen as archetypical expectations assuming both responses result solely from changes in foraging effort. Other 
associations may be possible in circumstances where functional responses are shaped by different factors.
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for most of the observed variation in growth (Boisclair and 
Leggett, 1989; Aubin-Horth et al., 1999; Sherwood et al., 2002; 
Rennie et al., 2005). These examples highlight that there is a large 
scope for variation in energy expenditure if adjustments in 
foraging are required. Such changes in metabolism may even 
be the predominant way by which the energy budget of many 
predators is affected by fluctuations in prey density. This 
conclusion is supported by examples in which prey encounter rate 
or consumption rate varies little in the wild despite broad ranges 
of prey density (Eby et al., 1995; Turesson and Brönmark, 2007), 
and more extensive evidence that consumers can be  close to 
satiation despite experiencing low food availability (MacKenzie 
et al., 1990; Jeschke et al., 2002; Jeschke, 2007). The strategy of 
varying foraging effort to keep nearly constant consumption levels 
is also likely to be adaptive. For predators with size-structured 
diet, which is the case of fish and many other aquatic organisms, 
this constant satiation strategy is optimal under most of the 
biologically plausible range of life history parameters, prey 
community structure, and productivity in aquatic systems 
(Giacomini et al., 2013; Cruz-Font et al., 2019).

In this paper, I  present an overview of the dynamical 
consequences of metabolic responses for predator–prey systems 
and food webs. The emphasis is on the implications for stability, 
including the frequency and amplitude of oscillations, and 
populations’ responses to direct and indirect press perturbations, 
such as harvesting and the resulting trophic cascades. Stability is 
one of the most important indicators of how an ecological system 
behaves in time and how it responds to perturbations, being 
defined in several ways but most commonly in ecological theory 
as the local stability of equilibrium points (Pimm, 1984; McCann, 
2000); and because more stable systems are more likely to persist, 
understanding stability can also shed light into the structure of 
existing ecological communities (Borrelli et  al., 2015). In the 
following, I start with a simple analytical model of predator–prey 
dynamics. The analysis is then extended numerically to complex 
food webs using a Generalized Modeling approach (Gross and 
Feudel, 2006; Gross et  al., 2009), and finally to a modified 
Rosenzweig–MacArthur predator–prey model to illustrate the 
patterns predicted by the more general, analytical model. Along 
the way, I trace parallels with functional responses and show how 
the interpretation of their own effects on food web stability is 
contingent on the inclusion or not of metabolic responses. Even 
though the focus here is on predation, along the same line as the 
early approach to functional responses by Holling (1959a, 1966), 
the theory and results are applicable to other types of consumer-
resource interactions, including herbivory and parasitism.

Implications for dynamics

A general predator–prey model

Here I  use the terms biomass, energy, and density 
interchangeably, as is usually done for studies of food web or 

ecosystem dynamics. It is convenient to start with a simple and 
general model representing the rate of change in prey biomass ( B1 )  
and predator biomass ( B2 ) as a system of differential equations:

 
G dB

dt
RB FB1

1
1 2= = −

 
(1a)

 
G dB

dt
FB MB2

2
2 2= = −η

 
(1b)

The rate of change in the prey population ( G1 ) depends firstly 
on its direct net biomass input ( RB1 ), which is the product of the 
prey biomass B1  and a mass-specific input rate ( R ). R  could 
be  divided into a birth and growth rate component and a 
non-predatory mortality component but is here represented as a 
single rate for simplicity. The second term determining the prey 
population change is the mortality caused by predation, whose 
rate is FB2 , the product of the predator mass-specific food 
consumption rate ( F ) and the predator biomass B2 . The 
predator rate of change ( G2 ) is the difference between the total 
energy assimilated (ηFB2 , where η  is the food assimilation 
efficiency) and the total biomass losses (MB2 ). M  is the mass-
specific rate of biomass loss, which can be further divided into a 
metabolic expenditure (or respiration) component and a mortality 
component (biomass losses from deceased individuals). To further 
simplify analysis, I  assume that M  is entirely determined by 
metabolic expenditure. This assumption should be a good enough 
approximation as respiration is a major component of energy 
losses, comparable if not greater than non-predatory mortality, 
especially for long-lived predator species. Most importantly, 
including a separate term for mortality would not alter the main 
conclusions, having the same influence as increasing the relative 
contribution of a prey-independent component of metabolic 
losses, such as standard or basal metabolism. Although it may 
weaken the relative strength of the metabolic response, it does not 
change the existence or direction of effects demonstrated in this 
and the next sections.

The dynamical behavior of the predator–prey system depends 
on how the mass-specific rates vary as a function of the biomasses 
of both prey and predator. The prey input rate R  can then 
be expressed as R B B1 2,( ) . The dependence of R  on B1 , whose 
direction and magnitude are measured by the partial derivative 
∂ ∂R B/ 1 , expresses the direct density dependence of prey growth, 
usually through population self-limitation ( ∂ ∂R B/ 1< 0) which is 
most commonly represented by the logistic growth equation 
(Kingsland, 1995; Begon and Townsend, 2020). The dependence 
of R  on B2 , measured as ∂ ∂R B/ 2 , incorporates 
non-consumptive effects of predators on prey (Lima, 1998; 
Peckarsky et  al., 2008), and generally involves fear-driven 
behavioral adjustments of prey leading to decreased foraging and 
growth ( ∂ ∂R B/ 2 < 0). The function defining variation in 
consumption rate, F B B1 2,( ) , characterizes the functional 
response. Its prey dependence, ∂ ∂F B/ 1 , has been described by 
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many different functions (Jeschke et  al., 2002) including the 
classical Holling type I, II, and III functional responses. Predator-
dependence ( ∂ ∂F B/ 2 ) has also received a great deal of attention 
(Abrams and Ginzburg, 2000; Skalski and Gilliam, 2001), and 
generally involve interference between competing predators 
negatively affecting consumption rates ( ∂ ∂ <F B/ 2  0). Predator 
interference can also affect growth negatively through the energy 
loss term M B B1 2,( ) , for instance through increased stress or 
activity required to chase off competitors and defend territories 
(Heath et al., 2014), leading to a direct form of density-dependence 
( ∂ ∂ <G B2 2/  0 through ∂ ∂ >M B/ 2  0). Metabolic responses are 
manifested as prey-dependence of the energy loss term, i.e., 
∂ ∂M B/ 1 . To simplify notation, this derivative will be represented 
by m . Except for metabolic responses, all prey or predator-
dependent terms described above have been studied for their 
effects on the dynamical stability and trophic cascades in food 
webs. It is also worth noting that, although the prey-dependences 
of both the functional and the metabolic response are mutually 
determined by foraging activity, this aspect will be omitted from 
the analysis of this simple predator–prey system as it does not 
affect either the results or the interpretation. It becomes relevant 
for the food web analysis and will be explicitly incorporated there.

In the following section I  analyze the local stability of 
equilibrium states, which determines their response to small pulse 
perturbations, and later how the equilibrium state is affected by 
press perturbations in either the focal or interacting species. They 
can both be determined from the Jacobian matrix of the dynamical 
system at equilibrium, also known as the community matrix (May, 
1973; Yodzis, 1988):

1 1
1 2
2 2
1 2

1 2 1 2
1 1 2 2

2 2
1 1 2 2

η η

∗

∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗

∗ ∗ ∗ ∗

∗ ∗ ∗ ∗

∂ ∂ 
 ∂ ∂ =
 ∂ ∂
 ∂ ∂ 

 ∂ ∂ ∂ ∂
+ − − − ∂ ∂ ∂ ∂ 

=     ∂ ∂ ∂ ∂ − − + −       ∂ ∂ ∂ ∂    

G G
B B
G G
B B

R F R FB R B B B F
B B B B

F M F MB B F M
B B B B

J

 

(2)

Each term Jij  in the Jacobian gives the first degree or linear 
effect of species j  on the growth rate of species i  evaluated at the 
system equilibrium (indicated by *). The only term affected by the 

metabolic response is J G
B

B F
B

M
B21

2

1
2

1 1

=
∂
∂

=
∂
∂

−
∂
∂











∗

∗ ∗
η , which 

gives the effect of prey density on predator’s growth and is in 
general positive. The contribution of the metabolic response 

m M
B

∗

∗
=
∂
∂









1

 to this interaction term will depend on whether 

the response is positive or negative. Hereby I  will emphasize 
negative metabolic responses; the conclusions regarding the 
direction of effects will be  exactly the opposite for positive 

responses. All other terms being equal, a negative metabolic 
response of increasing magnitude has the effect of increasing J21 ,  
making it more positive, which implies a strengthening of the 
predator–prey interaction.

Local stability of the predator–prey 
system

To analyze the stability of a system’s equilibrium, we must 
assume the equilibrium is feasible in the first place: B1 0

∗ >  and 
B2 0
∗ > . By principle, the feasibility of equilibrium points is not 

be affected by metabolic responses because it is determined by the 
overall metabolic levels only, given by M ∗ . For any feasible 
equilibrium point ( B1

∗ , B2
∗ ) there exists a constant M ∗  that 

could replace the metabolic function evaluated at that point, 
M B B1 2,( ) ∗ , so the specific function or its derivative does not 
matter in this case. The same is valid for functional responses: 
what matters for feasibility is the overall consumption level at the 
equilibrium F∗ , not its dependence on the prey or 
predator densities.

Local stability of the predator–prey system is indicated by the  
 eigenvalues of J, given by

 
2

1,2 4 / 2λ τ τ = ± − ∆ 
   

(Strogatz, 2018), 

where τ = +J J11 22  is the trace of J (the sum across its main 
diagonal) and 11 22 21 12∆ = −J J J J  is its determinant. The system 
has a locally stable equilibrium if both real parts of λ1 2,  are 
negative, which in this two-species case depends only on the trace, 
and if the determinant Δ is positive (Strogatz, 2018). The transition 
from negative to positive τ  configures a Hopf bifurcation, 
changing the system from a stable equilibrium point to a limit 
cycle where both predator and prey populations fluctuate 
indefinitely. As τ  does not contain the interaction term J21 , the 
metabolic response is not involved in Hopf bifurcations, therefore 
not contributing qualitatively to the occurrence of limit cycles in 
a simple predator–prey system. However, J21  does affect the 
determinant Δ, which in turn can affect the quantitative behavior 
of cycles and other oscillations. Given that the product J J21 12  is 
in general negative because the effect of prey on predator’s growth 
and the effect of predator on prey’s growth have opposite signs, the 
interaction term J21  is expected to increase Δ, i.e., ∂ ∂ >∆ / J21 0 ,  
and therefore ∂ ∂ <∗∆ / m 0 .

For 0∆ > , increases in J21  enhance the chance that the 
eigenvalues form a complex number conjugate (if 2 4 0τ − ∆ < ), 
with a common real part given by τ / 2  and imaginary parts given 
by 24 / 2τ± ∆ −i . This transition from real to complex number 
marks the transition from non-excitable to excitable dynamics 
(McCann, 2011). A stable but excitable system oscillates in its 
trajectory toward the equilibrium state after a perturbation. 
Imaginary parts with greater magnitudes lead to faster oscillations. 
For unstable systems (τ < 0 ), these magnitudes are inversely 
proportional to the period of predator–prey cycles (Yodzis and 
Innes, 1992). Thus, by positively affecting ∆ , negative metabolic 
responses increase the chance that a stable system will oscillate 
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before reaching equilibrium, besides increasing the frequency of 
cycles in unstable systems. A non-excitable system, in contrast, 
returns to equilibrium monotonically, without any fluctuation. 
This happens when both eigenvalues are real numbers. The largest 
of them, given by 2

1 4 / 2λ τ τ = + − ∆ 
 

, determines how quickly 
the system returns to equilibrium: its magnitude increases with Δ  
and is inversely proportional to return time (Pimm, 1982). This 
implies a quicker return to equilibrium, or greater resilience, in 
the presence of negative metabolic responses if the system is 
non-excitable.

Finally, for this simple predator–prey system, the determinant 
Δ can affect stability through a saddle-node bifurcation (McCann, 
2011; Strogatz, 2018). The transition from a stable equilibrium 
point to a saddle occurs when Δ becomes negative 
( J J J J11 22 21 12 0− < ). When the equilibrium point is a saddle, 
after a small perturbation the system will return to equilibrium 
along only one of the dimensions (e.g., the predator), but will 
depart away from that point in either direction along the other 
dimension (e.g., the prey), leading to an alternative equilibrium at 
a higher biomass or leading to extinction. This could happen, for 
example, if the prey is subjected to strong Alee effects (Stephens 
and Sutherland, 1999), meaning its population is under positive 

density dependence at or near the equilibrium ( 1
11

1
0

∗

∂
= >
∂
GJ
B

).
 

This in turn can make the first product of the determinant, J J11 22 ,  
become negative if predators have the usual negative density 
dependence ( J22 0< ), and if the second product ( J J21 12 , 
generally negative) has a small enough magnitude. The latter is 
plausible to occur if predators are efficient foragers with a 
functional response that saturates quickly, so that 

1
0

∗

∂
≈

∂
F
B

. 

Negative metabolic responses can alleviate this effect by increasing 
the magnitude of J21 , preventing Δ from becoming negative. 
What this means is that the presence of a metabolic response 
enhances the feed-back between predator and prey populations, 
increasing the effect of the prey’s changing biomass on the 
predator’s growth when it would otherwise be negligible. This 
could also mean an enhanced global stability or permanence of 
the predator–prey system by preventing a prey’s runaway toward 
extinction when under the pressure of Alee effects and predators 
with saturated functional responses.

Local stability of a generalized food web 
model

For more realistic food webs containing three or more species, 
local stability depends in a more complicated manner on the 
community matrix J’s diagonal and non-diagonal terms (May, 
1973; Allesina and Tang, 2012). In this case, metabolic responses 
can and do contribute to changes in qualitative stability, including 
the occurrence of Hopf bifurcations. To assess such contribution 
in large food webs, whose complexity prevents analytical solution 
of the community matrix eigenvalues, I  used a Generalized 

Modeling (GM) approach (Gross and Feudel, 2006; see details in 
the Supplementary material). It is based on an even more general 
model version of Equation (1a and 1b) representing the growth of 
each species i  as:
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where S  is the mass-specific rate of primary production (if 
the species is a primary producer); F  is the mass-specific rate of 
food consumption (if the species is a consumer); η  is food 
assimilation efficiency; M  is the mass-specific rate of energy loss 
from causes other than predation, which includes prey-dependent 
active metabolism; and Lk i,  is the mass-specific rate of energy 
loss through predation by species k  on i . Each one of these rates 
are functions of potentially every species in the community, whose 
biomasses are represented by the vector B = B BN1, ,…{ } . The 
simple predator–prey model described by Equation (1) can 
be  derived from Equation (3) through the relationships: 
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for predator growth.

GM allows the efficient computation of the community matrix 
numerically for a very large number of parameter combinations, 
without the need to explicitly determine equilibrium states. It does 
so by normalizing all state variables and rates of population 
change by their respective equilibrium values. The resulting 
parameters have clear biological interpretation and can 
be  distinguished between (i) scale parameters, which include 
turnover rates and fractions (for instance, the fraction of total 
energy loss due to predation), and (ii) elasticity parameters. 
Elasticities give a normalized measure of the responsiveness of a 
given rate, such as consumption, to species densities or other state 
variables. For instance, the elasticity related to the functional 

response of species i  is given by γ i i

i

i
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, where Oi  

is the total biomass of all prey available to i . This is equivalent to 
the slope of log-consumption with respect to log-prey biomass at 

equilibrium, γ i
i

i

F
O

=
∂ ( )
∂ ( ) ∗

log

log
, and for this reason elasticities are 

also called exponent parameters (Yeakel et al., 2011). If γ =1  the 
functional response is linear (type I response or type II at very low 
prey density), whereas γ <1  indicates a saturating functional 
response (type II or type III at high prey density, γ = 0  implies 
complete saturation) and γ >1  indicates an accelerated functional 
response at equilibrium (type III at low prey density). Likewise, 
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the elasticity of the metabolic response is derived 

as ∂
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These two elasticities are connected through changes in 
foraging activity levels. It is therefore useful to represent 
consumption and metabolism as explicit functions of activity, 
which in turn is a function of prey biomass: F F V O O= ( )( ),  and 
M U V O D= ( )( ) + . Here V O( )  represents foraging activity 
rate, which is a combined result of the proportion of time active 
and the average speed while active. Total energy loss M  is split 
between a prey-dependent active metabolism component 
U V O( )( )  and a prey-independent component D  that represents 
basal metabolism, but which may also be used to represent death 
by causes other than predation. Consumption is a function of both 
activity and prey biomass alone because, in principle, it can  
vary with prey biomass through changes in encounter rates  
for any fixed activity. Using the chain rule, the full elasticity  
of the functional response is given by γ δ ω γi i i i= + ∗  
(Supplementary material), where δi  is the elasticity of food 
consumption with respect to activity, ωi  is the elasticity of activity 
with respect to prey biomass, and γ i

∗  is the elasticity of 
consumption with respect to prey biomass independently of 
activity. The full elasticity of the metabolic response is given by 
ξ ε ζ ωi i i i= , where εi  is the relative contribution of active 
metabolism to total energy loss (a scale parameter) and ζ i  is the 
elasticity of active metabolism with respect to activity rate. Here, 
I will focus on changes in elasticities caused by changes in activity, 
keeping δi  and γ i

∗  constant, and investigate how stability is 
affected by the resulting functional and metabolic responses.

The Jacobian matrix resulting from the generalized model is 
defined by the following non-diagonal elements describing the 
effect of species j  on species i :
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and the diagonal elements:
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where αi  is the biomass turnover rate of species i ; ρi , σ i , 
βk i, , and χk i,  are scale parameters representing, respectively, the 
contribution of food consumption to biomass gain, the 
contribution of predation mortality to total biomass loss, the 
contribution predator species k  to total predation losses of 
species i , and the contribution of prey i  to the total amount of 
prey available to species k ; ν k i, , φi , µi , and ψ i  are elasticity 

parameters representing, respectively, the nonlinearity of the 
contribution of prey i  to the diet of predator k  (a prey switching 
parameter), the sensitivity of primary production, the sensitivity 
of non-predatory energy loss, and the sensitivity of food 
consumption with respect to the species’ own biomass. A more 
detailed explanation of these parameters, the derivation of 
Equation (4a and 4b), and the description of procedures used for 
simulations can be found in the Supplementary material.

Before delving into the effects of functional and metabolic 
responses, it is worth honing in on a scale parameter that mediates 
these effects and is critical for understanding the consequences  
for stability: the relative contribution of predation mortality  
to the total energy loss in a population, defined as 

( ), ,1 1/σ ∗ ∗ ∗
= == +∑ ∑N N

i k i i k ik kL M L . In the seminal work of Gross 

et al. (2009) that assessed the effects of GM parameters on food 
web stability, it was assumed that σ i =1 , except for top predators, 
which had σ i = 0 , meaning all losses in basal species or 
intermediate consumers came from predation. However, when 
we include metabolic expenditure explicitly as a major component 
of the energy loss term M , the asumption of σ i =1  does not 
hold as realistic anymore (Plitzko et al., 2012). It would imply that 
trophic transfer efficiency, defined as the biomass production ratio 
between consecutive trophic levels, is identical to food assimilation 
efficiency ηi  (Supplementary material), which for many predators 
including carnivores can be higher than 80% (Yodzis and Innes, 
1992). But trophic transfer efficiency generally sits around 10% in 
natural ecosystems (Lindeman, 1942; Odum, 1971; Pauly and 
Christensen, 1995; Barnes et al., 2010), and varying σ i  toward 
more realistic values can substantially change the conclusions 
regarding stability. Firstly, the generally accepted result that more 
saturated functional responses lead to less stable food webs is 
contingent on high values of σ i . This is illustrated in Figure 2 for 
simulated food webs containing 20 species and 40 trophic links 
(10% connectance). Whereas increasing γ i  increases the 
proportion of stable webs (PSW) when σ i =1  (Figure 2A), the 
opposite is true for low σ i  in the range 0.1–0.3 and for almost the 
entire range of γ i  (Figure  2B). Under low σ i , the positive 
relationship between stability and γ i  is realized only when 
metabolic responses are accounted for, being more positive for 
stronger responses.

This contingency of food web stability on the relative level of 
predation mortality and the metabolic response can be understood 
by scrutinizing the elements of the community matrix J. Each 
element Jij  in Equations (4a and 4b) can be simplified as the 
difference between two terms: Jij ij i ij= −A Bσ , each term being 
a function of several elasticity and scale parameters. I explicitly 
represented the multiplication σ i ij  in the second term to 
emphasize its dependence on the scale parameter σ i . The first 
term ij  describes mainly the positive effects of j  as a prey of i ,  
including the possibility of cannibalism ( i j= ), whereas the 
second term σ i ij  describes the net effect of j  directly as a 
predator of i  or indirectly as a species contributing to predation 
mortality of i  by serving as prey of its predators. For diagonal 
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elements Jii , food webs are stabilized by increasing σ i ii  and 
decreasing ii , promoting a negative feedback between 
population sizes and their own growth. The functional response 
contributes to changes in both ij  and ij  through its elasticity 
parameters: saturating responses are characterized by low 
δ ω γi i i+ ∗ , thus having destabilizing effects by decreasing ii  
(Equation 4a and 4b) but also stabilizing effects by decreasing ii .  
For non-diagonal terms, the chance of a stable food web is 
enhanced by lower magnitudes Jij  (Haydon, 1994). The effects 
can be more complicated in this case: they follow the opposite 
direction for negative Jij  (e.g., j  is predator of i ), but for 
positive Jij  (e.g., j  is prey of i ) they follow the same direction 
as predicted for diagonal elements, so it is plausible that the latter 
prevails overall. For low enough σ i , the destabilizing effect of 
saturating functional responses on σ i ij  is diminished relative to 
the potential stabilizing effect on ij . So, in the absence of a 
metabolic response and counter to prevailing theory, saturating 
functional responses can increase local stability, as shown in 
Figure  2B. However, a negative metabolic response has a 
destabilizing effect by increasing ij  through the negative 
product ε ζ ωi i i . So, if changes in foraging leading to functional 
response saturation are accompanied by the appropriate negative 
metabolic response, the net effect on ij  can be  inverted, 
resulting in the commonly assumed negative relationship between 
functional response saturation and stability. This happens not 
because of the functional response’s own effects, but because the 
two responses covary through changes in the foraging 
component ωi .

Other relevant results include: (i) for stable food webs, 
negative metabolic responses lead to faster return times (more 
negative dominant eigenvalues, Figure  2C), and (ii) negative 
metabolic responses lead to more excitable dynamics and more 
frequent oscillations (higher imaginary part of dominant 
eigenvalues, Figure  2D). Both results are consistent with the 
analytical predictions from the simple predator–prey model.

Impacts of press perturbations and 
trophic cascades

Another important aspect of the system’s dynamical behavior 
is how its equilibrium or long-term state responds to a press 
perturbation. Examples of press perturbations include harvesting, 
the introduction of antagonistic invasive species, or the release of 
contaminants, which act as additional sources of mortality or 
energy losses; and nutrient enrichment or stocking, which act as 
additional sources of energy influx rates. The impact of a press 
perturbation can be  measured as the rate of change in the 
equilibrium state with respect to the perturbation, given by 
I B Kij i j= ∂ ∂∗ /  (Yodzis, 1988; Aufderheide et al., 2013), where 
K j  gives the sign and magnitude of the perturbation, measured 

as a persistent change in the growth rate of species j . The impact 
can be  direct, in which case i j= , or indirect, meaning the 
impacted species is not the target of perturbation ( ≠i j ). The 

A

B

C

D

FIGURE 2

Stability from Generalized Modeling of community matrices 
generated by 106 random parameter combinations. The x-axis 
represents changes in the elasticity of foraging activity with 
respect to prey density (ω ), from inversely proportional ( 1ω = − ) 
to proportional ( 1ω = ). It also shows the associated change in 
the elasticity of the functional response ( γ ), from a completely 
saturated functional response ( 0γ = , type II or type III at high 
prey densities), going through a locally linear response in the 
middle ( 1,γ = a type I response or type II at very low prey density), 
to a strongly accelerating functional response ( 2γ = , type III at 
low prey densities). In (A) and all other blue curves in B-D, the 
metabolic response is non-existent, which was done by setting 
the elasticity of active metabolism with respect to foraging 
activity to zero ( 0ζ = ). When the scale parameter σ  measuring 
the contribution of predation mortality to total energy loss is set 
to 1 (except for top predators), as in Gross et al. (2009), the 
proportion of stable webs (PSW) increases with the functional 
response elasticity, meaning accelerating responses are 
stabilizing. The relationship is reversed if σ  is set to a lower 
range of 0.1–0.3 (B, blue curve) and is reversed again if metabolic 
responses are included (red curves): 1ζ =  (squares), 2ζ =  
(triangles), 3ζ =  (diamonds). The resulting mean real and 
imaginary parts of the dominant eigenvalues of the community 
matrices are presented in (C) and (D).
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later configures a trophic cascade, which can be bottom-up (a 
predator impacted by a perturbation on the prey) or top-down (a 
prey impacted by a perturbation on the predator) (Heath et al., 
2014). A description of all impacts Iij  in the predator–prey 
system (Equation 1) is given by the impact matrix I, whose 
computation depends on the inverse of the community matrix J 
(Yodzis, 1988) and a diagonal matrix K describing perturbations 
on either of the two target species (Aufderheide et al., 2013):

 

22 12 1

21 11 2

22 1 12 2

21 1 11 2

01
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= − = −    −∆    
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 ∆ ∆=  
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J J K
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J K J K

J K J K

1I J K

 

(5)

The effect of the metabolic response m∗  on the individual 
impacts can be assessed by the derivative ∂ ∂ ∗I mij / . For the direct 
impact of a perturbation on the prey, I11 , the derivative depends 
on the determinant Δ, which is a function of J21 , the interaction 
term that includes m∗  (Equation 2). Applying the chain rule, it 

results in 11 11 21 1 22 12 2
221

∗

∗ ∗
∂ ∂ ∂∆ ∂

= =
∂∆ ∂∂ ∂ ∆

I I J K J J B
Jm m

. Because J22  

and J12  will most likely be both negative, and B2
∗  and 2∆  will 

always be positive, the derivative will have the same sign as the 
perturbation K1 . For example, if an additional harvest mortality 
is imposed on the prey population ( K1 0< ), increasing the 
metabolic response of the predator will decrease the impact on the 
prey I11 . Given that I11  is likely negative in this case (Equation 
5: 22 10, 0, 0),< >∆ <J K  having a more negative metabolic 
response implies a less negative, lower magnitude impact. This is 
illustrated in Figure  3, which shows the predicted effects of a 
negative metabolic response, as opposed to its absence, on all four 
types of impact Iij  when the perturbation is negative. For the 
direct impact of a perturbation K2  on the predator’s own 
population, I22 , the result is similar, as the derivative 

22 2 11 12 2
2

∗

∗
∂

=
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I K J J B
m

 has the same sign as K2 .

The two types of trophic cascades are nevertheless affected 
differently. The top-down trophic cascade I12  will generally have 
the opposite sign of the perturbation K2 , and the same is true for 

the derivative 
2

2 212 12
2

∗

∗
∂

= −
∂ ∆

K J BI
m

, which means a negative 

perturbation on the predator will increase prey biomass, but less 
so in the presence of a negative metabolic response (Figure 3). In 
contrast, the bottom-up trophic cascade I21has the same sign as 
the perturbation on the prey K1 , whereas the derivative 
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∗
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= −
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m

 will most likely have the opposite sign, 

provided the direct density dependence of both prey ( J11 ) and 

predator ( J22 ) have the same sign (usually negative). In the 
presence of a negative metabolic response, the impact I21  caused 
by a negative perturbation K1  should therefore become even 
more negative, as illustrated in Figure 3.

For positive perturbations, the resulting impacts can 
be qualitatively derived from Figure 3 by simply inverting 
the direction of arrows. The main interpretation of results 
remains unchanged: negative metabolic responses have  
the effect of dampening the impact of direct perturbations 
and top-down trophic cascades, while magnifying bottom-up  
cascades.

To assess how generally these results apply to longer food 
chains, whose complexity prevents analytical solution of the 
impact matrix, I  used the GM approach described in the 
previous section. The mean impacts of negative perturbations 
on a food chain with five trophic levels, resulting from 106 
parameter combinations, are shown in Figure 4. This choice 
of a relatively long food chain is to better illustrate how 
consistently the impacts and differences between scenarios 
propagate across trophic levels in both directions. The 
conclusions are essentially the same for shorter food chains, 
with three or four trophic levels (Supplementary material). 
All direct and bottom-up impacts have the same sign as the 
perturbation (negative), whereas top-down impacts show the 
characteristic alternation of signs (Oksanen et  al., 1981; 
Heath et al., 2014), as the decline in a predator population 
releases the prey immediately below, which in turn increases 
predation and promote the decline of their own prey, and so 
on. The effects of metabolic responses are the same as those 
predicted from the analytical predator–prey model.

Dynamics of a modified Rosenzweig–
MacArthur model

The Rosenzweig–MacArthur (RM) model is one of the 
most used to represent the dynamics of predator–prey or 
consumer-resource systems, serving as building blocks of more 
complex food web models (McCann, 2011). Compared to the 
foundational Lotka–Volterra model, the RM model 
incorporates two more realistic features of predator–prey 
interactions: (i) prey’s density dependence, in the form  
of a logistic function for the input rate (Equation 1a) 
R B r B

B1
11( ) = −











max
, where Bmax  is the prey biomass’ carrying 

capacity and r  is the maximum intrinsic growth rate, (ii) a 
saturating functional response, in the form of a Holling type II 
disc equation F B F AB

F AB1
1

1
( ) =

+
max

max
, where Fmax  is the maximum 

consumption rate, which can be interpreted as the inverse of 
digestion time, and A  is the attack rate while foraging. The 
implied mechanism leading to consumption saturation involves 
the existence of foraging adjustments to prey density that result 
in a type II metabolic response M B1( )  (Figure 1C), whose 
derivation is presented in the Supplementary material. If 
we add this response, the model becomes:
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The only difference between this version and the original RM 
model is the mass-specific energy loss term in Equation (6b), here 

given by a prey-dependent function F A
F AB

bmax

max

ϕ θ

+
+

1

 instead of a 

constant M . The term F
F AB

max

max + 1

 gives the proportion of time 

foraging, and the power function ϕ θA  gives the scaling of active 
metabolic rate with the attack rate while foraging, following a 
general relationship between energy use and movement speed 
applicable to aquatic, terrestrial, and aerial locomotion (Taylor 
et  al., 1982; Alexander, 2005; Papadopoulos, 2008; Bale et  al., 
2014). The constant b  represents basal metabolic rate, or more 
generally any source of prey-independent energy loss. To compare 
the two RM formulations, the model was parameterized following 
a simple set of assumptions and constraints. Firstly, Bmax  and r  

were both set to 1 as they arbitrarily define the spatial and temporal 
scale. Fmax  was also set to 1, implying the predator’s maximum 
productivity is smaller than the prey’s. Based on an ecological 
scope of 4 (the ratio between Fmax  and field metabolic rate) and 
a factorial field metabolic scope of 4 (the ratio between field 
metabolic rate and basal metabolic rate), both good approximations 
at least for ectotherm vertebrates (Brose et al., 2006; Clarke and 
Pörtner, 2010; Barneche and Allen, 2018), the basal metabolic rate 
b  was assumed as 1/16th of Fmax . The active metabolic rate 
exponent θ  was set to 2, which is in the midrange of plausible 
values from 1, representing terrestrial animals, to 3, representing 
theoretical expectations for aquatic animals (Taylor et al., 1982; 
Videler and Nolet, 1990; Alexander, 2005). The coefficient ϕ  was 
calculated so that maximum metabolism, given by ϕ θA b+ , was 
equal to Fmax . This is consistent with a factorial maximum 
metabolic scope (ratio between maximum and basal metabolic 
rate) of 16, which is also within the plausible range for vertebrates 
(Clarke and Pörtner, 2010). The attack rate A  was constrained by 
a pre-defined consumption saturation index, given by the ratio 
between realized and maximum consumption at a reference prey 
biomass. I used, without loss of generality, the carrying capacity 
Bmax  as the reference biomass, so the corresponding saturation 

index was given by F B Fmax max/( ) , and the attack rate calculated 
as A F B B F B F= ( ) − ( )( ) max max max max/ /1 . Given the 

FIGURE 3

Schematic representation of impacts of negative press perturbations on the equilibrium population sizes of predator and prey. Downward pointing 
arrows represent negative impacts (declining population) and upward arrows represent positive impacts (increasing population). Arrow sizes 
represent relative magnitude of impacts, and arrow colors distinguish a scenario without a metabolic response (blue) versus a scenario with a 
negative metabolic response (red). The background identifies the type of impact, whether direct (white background) or a trophic cascade (gray).
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importance of consumption saturation levels at equilibrium for 
stability (McCann, 2011), I  varied F B Fmax max/( )  as an 
independent variable to show the effect of metabolic responses 
under different dynamical regimes. To represent the original RM 
model, the constant M  was set as equal to the total metabolic rate 
evaluated at the equilibrium, i.e., M M M B= = ( )∗ ∗

1 , so that the 
equilibrium was the same for both model versions.

For low consumption saturation, the system is 
characterized by a stable equilibrium and non-excitable 
dynamics: the dominant eigenvalue of the system’s Jacobian, 
λ1 , is negative and real (Figure 5A). As saturation increases, 
λ1  initially decreases, which leads to faster return times. The 
presence of a metabolic response magnifies this effect, 
making the system even more resilient to perturbations. An 
example of system trajectory under this dynamical regime is 
shown in Figures 6A–C. After a critical saturation level, λ1  
acquires a non-zero imaginary part and the system becomes 
excitable. The parameter region associated with excitable 
dynamics is broader in the presence of a metabolic response, 
starting with F B Fmax max/( )  greater than ≈  0.62, in contrast 
to ≈  0.65 when the response is absent. The metabolic 
response also increases the magnitude of imaginary 
eigenvalues throughout the range and is therefore associated 
with faster predator–prey oscillations in their return to 
equilibrium. This is illustrated in Figures  6D–F. For 
F B Fmax max/( ) ≈  0.78, the real part of λ1 becomes positive 

and the system crosses a Hopf bifurcation threshold. The 
equilibrium becomes unstable and the system’s attractor 
becomes a limit cycle. Adding a metabolic response leads to 
shorter periods of cycles, which is associated with greater 
imaginary eigenvalues (Figure 5A). This is illustrated by the 
predator–prey trajectories in Figures 6G–I. The effect on the 
amplitude of cycles varies with the species: predators with a 
metabolic response tend to fluctuate more widely, the 
opposite occurring with the prey. This is more generally 
illustrated through bifurcations plots, shown in Figures 5B,C.

When under a press perturbation such as harvesting, the 
predator population is expected to decline at a slower rate in the 
presence of a metabolic response, as predicted by the general 
model in “Impacts of press perturbations and trophic cascades”. 
The top-down cascade should also behave as expected, with an 
increase in the prey population, but at a slower pace if the predator 
has a negative metabolic response. However, the RM model has a 
particularity that makes it differ from the general model regarding 
the effects of harvesting the prey: because predators have no direct 
effect on their own growth ( J G B22 2 2 0= ∂ ∂ =/ ), adding a 
mortality component to the prey has no effect on the prey’s 
equilibrium population size. This attribute of the RM model has 
been recognized as the cause of unusual or unrealistic predictions 
such as the paradox of enrichment (Rosenzweig, 1971) and 
‘skipped-level’ bottom-up trophic cascades that do not match 
empirical patterns (McCann et al., 1998; Heath et al., 2014). As a 

A B C D E

FIGURE 4

Trophic cascades resulting from negative press perturbations on a targeted trophic level, based on the mean values from 106 random parameter 
combinations using Generalized Modeling of a five-species food chain. The impact (x-axis) measures the relative rate of change in equilibrium 
population sizes per unit change in the targeted species’ population growth rate. Negative (or positive) impacts indicate declining (or increasing) 
equilibrium population size. Black arrows indicate the direction of perturbation and the targeted trophic level (y-axis), from producers (A) to the 
top predator (E). Blue areas represent scenarios without metabolic responses, and the overlaid semi-transparent red areas represent scenarios 
with negative metabolic responses.
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consequence, the metabolic response does not affect the impact on 
either the prey or the predator population (remind that the 
derivatives ∂ ∂ ∗I m11 /  and ∂ ∂ ∗I m21 /  are both 
dependent on J22 ).

To add another level of realism and better illustrate the general 
effects of harvesting on prey, I added a direct density-dependent 
mortality term for the predator (Heath et al., 2014), resulting in:
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where h1  and h2  are the prey and predator harvest mortality 
rates, and d  is a coefficient determining the strength of predator’s 
direct density dependent mortality; all the other terms are 
identical to Equation (6a and 6b). Figure 7 shows the effects of 
increasing harvest of either the prey or the predator on their own 
equilibrium biomasses and the cascading impacts on one another. 
Without any predator’s direct density dependence ( d = 0 ) having 
a metabolic response can only make a difference when the 
predator is the target (Figures 7A–D). With d > 0 , the equilibrium 
prey population is allowed to change and all predictions match 
those from the general model: in the presence of a negative 
metabolic response, all populations change more slowly when 
under direct harvest or under a top-down cascading impact 
(Figures 7E,G,H), but the bottom-up impact of harvesting the 
prey on the predator’s population is magnified, leading to a faster 
decline (Figure 7F) and higher risk of extirpation.

Discussion

In this paper, I introduced the concept of metabolic response, 
in analogy to the functional response, and argued that the two 
responses are bound together through variation in foraging 
activity. Although the functional response is a fundamental piece 
defining the interaction between predator and prey, it is not 
sufficient to describe the mutual influence they exert on one 
another. By ignoring the associated changes in metabolism, 
ecological models may be missing an important part of the energy 
flow in ecosystems and underestimating the pace of change in 
populations. This configures a potential false exclusion, defined by 
Topping et al. (2015) as an error “where the model leaves out a 
process because it was assumed to not be essential when in fact it 
was” (see also Montagnes et  al., 2019). The implications are 
multifold and involve both theoretical and applied areas 
in ecology.

For theory, the importance of metabolic responses can only 
become evident when the energetic cost of foraging is modeled 
explicitly as a variable in the equations governing dynamics. 
Following Jeschke et  al. (2002), here I  derived the metabolic 
response from underlying changes in hunger level and the 
proportion of time active in a manner consistent with a Holling 
type II functional response, given its widespread use. But changes 
in activity do not need to follow such simple function of hunger 
level or satiation, and many different shapes of functional and 
metabolic responses can emerge from organisms foraging 
adaptively (Abrams, 1982). Adaptive foraging models have been 
the main venue by which adjustments in activity are included as 
part of predator–prey dynamics (Abrams, 2010; Valdovinos et al., 
2010). Historically, however, their emphasis has been on how 

A

B

C

FIGURE 5

Effects of consumption saturation on the local stability and long-
term biomass levels of prey and predator in the modified 
Rosenzweig–MacArthur model (Equation 6a and 6b). The x-axis 
measures consumption rate at a reference prey biomass ( maxB , 
their carrying capacity), relative to maximum consumption 
( maxF ). Blue versus red lines represent the absence versus the 
presence of a metabolic response, respectively. (A) plots the real 
(continuous lines) and imaginary (dashed lines) parts of the 
dominant eigenvalue of the Jacobian matrix. (B) and (C) are 
bifurcation plots showing long term maximum and minimum 
biomass of prey and predator, respectively. Other parameter 
values are: 1max maxr B F= = = , 1 / 16b = , 0.85η = , 2θ = , 

( ) ( )( )/ 1 /max max max maxA F B B F B F = −  , 
( ) /maxF b Aϕ θ= −

.
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effort should be allocated among alternative prey instead of how 
much effort should be  spent on foraging overall (Fryxell and 
Lundberg, 1994; Křivan, 1996; Kondoh, 2003; Uchida et al., 2007; 
Valdovinos et  al., 2010; Heckmann et  al., 2012). For studies 
targeting changes in overall effort, the risk of mortality by 
predation has been a major hypothesized mechanism determining 
the cost of foraging (Ives and Dobson, 1987; Werner and Anholt, 
1993; Lima, 1998; Brown et al., 1999; Valdovinos et al., 2010), 
whereas the metabolic cost has been rarely the focus in a predator–
prey or food web context (Abrams, 1993; Gibert and Yeakel, 2019). 
Teasing apart these two costs is important because they involve 
different dynamical feedbacks and propagation of indirect effects 
within a community (Abrams, 1984). Predation risk changes with 

the density of predators and so should not be represented by a 
fixed function of foraging effort alone (Lima, 2002). This 
distinction was not recognized by some of the foundational 
models on optimal foraging effort (Abrams, 1982, 1991; Houston 
and McNamara, 1989; Werner and Anholt, 1993), or even more 
recent models (e.g., Kiørboe et al., 2018; Teckentrup et al., 2018). 
By not explicitly representing the dynamics of upper trophic 
levels, the interpretation of foraging costs in those models is more 
consistent with metabolic costs instead of increased risk of 
predation mortality as originally proposed.

The emphasis on predation risk also underscores the theory 
on the so-called trait-mediated interactions and non-consumptive 
effects in food webs, which usually takes a top-down perspective 

A B C

D E F

G H I

FIGURE 6

Phase-space plots and population trajectories from the modified Rosenzweig–MacArthur model (Equation 6a and 6b). Red and blue lines 
represent the system dynamics with and without a metabolic response, respectively. Black lines in the phase-space plots (A, D, G) are the predator 
and prey isoclines where / 0dB dti = , and whose intersection determines the equilibrium state. In all three cases, the system starts at the white dot 
on the right-most edge of the phase-space plot where 11B =  and 0.52B = . The remaining plots show the trajectory of biomasses as a function 
of time. Consumption saturation values, given by ( ) /max maxF B F , were chosen to characterize three different stability regimes: 0.6 (A–C), 
leading to a stable node equilibrium, 0.75 (D–F), leading to a stable spiral, and 0.8 (G–I), leading to a limit cycle. Other parameter values are: 

1max max= = =r B F , 1 / 16b = , 0.85η = , 2θ = , ( ) ( )( )/ 1 /max max max maxA F B B F B F = − 
, ( ) /maxF b Aϕ θ= − .
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by focusing on non-lethal effects of predators on the prey’s growth 
rate (Schmitz et al., 1997, 2004; Brown et al., 1999; Werner and 
Peacor, 2003; Wirsing et al., 2021). Another kind of trait-mediated 
and non-consumptive effect, one that is bottom-up in nature and 
that has so far been ignored by theory, is when variation in prey 
density affects a predator’s growth rate without involving changes 
in consumption, and that is exactly what defines a metabolic 
response. Including metabolic responses explicitly in food web 
models can therefore expand the range of our understanding on 
trait-mediated and non-consumptive effects, bringing back into 
focus all those species whose metabolism is the major component 
of energy losses. This applies especially to large-sized and 
top-predator species, which in many cases have disproportionally 
large impacts on food webs and are valued economically and 
culturally (Estes et al., 2011).

There are of course practical challenges in the adoption of 
adaptive foraging models or any other model with prey-dependent 
energetic costs, and one of the main reasons is that they are more 
difficult to parameterize. The extension I have presented of the 
Rosenzweig–MacArthur consumer-resource model is an example: 
it requires two additional parameters to describe the scaling of 
active metabolic rate with the attack rate. Although some general 
knowledge on this relationship can be acquired from bioenergetic 
studies, parameter values may be species-specific and context-
dependent, and laboratory studies may not be  applicable to 
natural settings (although the same reasoning may apply to most 
functional response studies; Uiterwaal and DeLong, 2018; Griffen, 
2021; Juliano et al., 2022). These difficulties notwithstanding, it is 
important firstly to recognize that metabolic responses do exist, 
and secondly to understand the consequences of not including 
them in ecological models. Besides having their own effects on 

dynamics and stability, metabolic responses determine how other 
components of interaction such as functional responses affect 
stability. For instance, the presumed destabilizing effect of 
saturating functional responses in complex food webs may not 
be as general as previously thought (Williams and Martinez, 2004; 
Gross et al., 2009; Vucic-Pestic et al., 2010), being contingent on 
high levels of predation mortality relative to metabolic 
expenditure. For levels that are more consistent with trophic 
transfer efficiencies in natural ecosystems the effect is reversed. 
This shift has been previously observed by Plitzko et al. (2012) for 
a limited range of functional response elasticities (~0.5–1) and 
high species richness (60). Nevertheless, the effect can be reversed 
once again toward the more familiar destabilizing influence if 
metabolic responses are accounted for.

The individual effect of metabolic responses on dynamical 
stability will depend on their own sign: all other things being 
equal, positive responses are stabilizing and negative responses are 
destabilizing. Although the sign may depend on many factors such 
as the time scale, the overall prey density, and the life history of 
the species (Norberg, 1977; Formanowicz Jr and Bradley, 1987; 
Abrams, 1991), it is likely it will be negative for most prey densities 
normally occurring in nature and capable of sustaining predator 
populations. The first evidence comes from an abundance of 
studies showing declines in foraging activity with increasing prey 
density or availability. In addition, a large compilation of foraging 
times by Rizzuto et  al. (2018) also indicates that decreases in 
relative prey density and size can explain an increase in the 
proportion of time foraging by small carnivores (< 5 kg). This adds 
up to evidence that consumers commonly reach satiation in the 
field (Jeschke et al., 2002; Jeschke, 2007, but see Beardsell et al., 
2022) and are expected to stay closer to satiation when foraging 
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FIGURE 7

Effect of harvest on the equilibrium biomasses of predator and prey, based on the modified Rosenzweig–MacArthur model (Equation 7a and 7b) 
without (A–D) or with predator’s direct density dependence (E–H), measured by the parameter d . Red and blue lines represent the system 
dynamics with and without a metabolic response, respectively. Parameter values: 1max maxr B F= = = , 1 / 16b = , 0.85η = , 2θ = , 

( ) / 0.75max max =F B F , ( ) ( )( )/ 1 /max max max maxA F B B F B F = −  , ( ) /maxF b Aφ θ= − .
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adaptively, which may explain positive complexity-stability 
relationships in food webs (Uchida and Drossel, 2007; Plitzko 
et al., 2012). If the shape of functional responses is any indication 
of changes in foraging activity (Abrams, 1982; Figure 1), positive 
metabolic responses and the associated accelerating (concave-up) 
portion of functional responses are expected to occur at low prey 
densities only, when predators are far from satiation. Such 
densities are unlikely to meet the energetic requirements of a 
viable predator population in the long term. Take for instance the 
classic Holling type III functional response, for which the prey-
dependent term is a squared function of prey density, i.e., 
F f B= ( )2 . Its inflection point, marking the transition from the 

accelerating to the saturating (concave-down) portion, occurs at 
a consumption level that is a quarter of the maximum ( Fmax / 4
). This would be equal to the minimum required to just cover 
metabolic expenses of vertebrate ectotherms based on an 
ecological scope of 4 for this group (Yodzis and Innes, 1992; Brose 
et al., 2006), leaving no room for growth or reproduction. For 
endotherms, the value would be even lower than the minimum, 
implying prey densities for both groups should stay at or fluctuate 
around a value that is above the inflection point and therefore in 
the saturating portion if predators are to be  viable. If a more 
general type III function is considered, so that F f Bn= ( )  (Real, 
1977), accelerating responses could be realized more often under 
higher values of the exponent n  (the Hill exponent), which 
pushes the inflection point to higher prey densities. However, 
estimated exponents seem to rarely exceed 2: it occurs in 18% of 
the 254 functional responses analyzed by Pawar et al. (2012), and 
in 5% of 939 type III functional responses analyzed by Uiterwaal 
and DeLong (2020) (the other 1,144 cases were best fitted by a 
type II response, for which n  is effectively equal to 1).

Food webs containing stronger negative metabolic responses 
are expected to exhibit smaller chances of local stability but faster 
return times when stable, higher excitability, and higher frequency 
of population oscillations. On the one hand, at the local 
community scale such higher than expected population variability 
would imply lower predictability and higher chances of population 
extinctions in the face of demographic and environmental 
stochasticity (Pimm, 1991). More excitable dynamics can also 
generate resonances with these stochastic components leading to 
persistent cycling even when internal dynamics is expected to 
follow a stable equilibrium in a deterministic sense (Pineda-Krch 
et al., 2007; McCann, 2011). On the other hand, it can also lower 
the correlation between population and environmental 
fluctuations, which can decrease temporal synchrony of 
abundances across the landscape and increase the adaptive 
capacity of food webs (McCann et al., 2016), both expected to 
increase their persistence at the larger, meta-community scales 
made of local communities spatially connected by mobile 
predators (Gouhier et al., 2010; McMeans et al., 2015; Hammond 
et  al., 2020). Persistence can also be  enhanced by negative 
metabolic responses in more extreme cases when predators are 
very efficient at low prey densities. A saturated consumption rate 
could drive the prey population to extinction by overexploitation, 

especially in the presence of Allee effects, as demonstrated for the 
general predator–prey model case. The main reason is that the 
predator population remains unresponsive to lowered prey 
density. This lack of feedback between predator and prey 
populations and the potential for prey extirpation are alleviated if 
one accounts for the negative metabolic response, which depletes 
predator’s growth and reproduction despite little or no change 
in consumption.

The present results have implications for any area of applied 
ecology that relies on models of ecosystem dynamics. One 
example is the ecosystem-based fisheries management approach 
(EBFM; Pikitch et  al., 2004), which often represents the 
interactions between predators and prey through saturating (e.g., 
type II) functional responses. Models widely used as part of EBFM 
include Ecopath-with-Ecosim (Christensen and Walters, 2004), 
Atlantis (Audzijonyte et  al., 2019), OSMOSE (Shin and Cury, 
2001), and size spectrum models such as those in the R-package 
mizer (Scott et al., 2014), besides several other models included as 
part of the Fisheries and Marine Ecosystem Model 
Intercomparison Project (Tittensor et al., 2018). They quantify the 
effects of changing fishing regimes or climate on target and 
non-target species, both for the investigation of general theoretical 
questions or applied to the management of specific systems. By 
ignoring the associated negative metabolic responses, these 
models likely overestimate the effect of changing harvest rate on 
the long-term population size of the exploited species. With 
increased fishing mortality, its prey populations are partially 
released from predation, increasing in abundance. It in turn can 
benefit the predator’s growth through increases in consumption, 
but it can also make life easier by requiring less effort and energy 
expenditure for foraging. This added effect explains why in models 
with metabolic responses the exploited population declines less 
drastically with increases in mortality and is less prone to collapse 
and eventual extirpation. Such phenomenon configures a form of 
metabolic compensation or metabolic rescue, to make an analogy 
with the rescue effects in metapopulation ecology describing a 
decline in probability of local extinction in patches due to influx 
of immigrants (Van Schmidt and Beissinger, 2020), or evolutionary 
rescue, in which the risk of extinction is alleviated through 
adaptation by natural selection (Bell, 2017).

The same kind of buffering that characterizes the metabolic 
rescue affects the impacts on non-target species occupying lower 
trophic positions. The immediate prey of the exploited species will 
experience an increase in abundance, but a less pronounced one 
due to their metabolic response of increased energy expenditure 
for foraging on relatively fewer available organisms of their own 
prey, which in turn will experience enhanced availability of prey 
of their own, so their decline in abundance is alleviated by the 
energy saved from foraging, and so on. The situation changes if 
we  consider non-target species occupying higher trophic 
positions: decreased abundance of the exploited population 
implies higher required effort for foraging by its immediate 
predators, having an additional detrimental effect on the predator 
population that is already expected to decline due to decreases in 
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consumption rate. This magnifying effect should be felt all the way 
up along food chains, being stronger the more trophic links there 
are separating the impacted predator from the original source of 
perturbation. Current predictions from ecosystem models already 
show concerning declines of marine populations resulting from 
fishing on lower trophic level species which they feed on, such as 
krill and small forage fishes (Hill et al., 2006; Smith et al., 2011), a 
threat that extends outside the aquatic boundary and affects 
marine birds (Furness, 2007; Cury et al., 2011). These ecosystem 
modeling projections also indicate potential cascading effects 
from climate change, which can affect marine predators through 
declines in basal productivity (Klein et  al., 2018; Bryndum-
Buchholz et al., 2019; Lotze et al., 2019; Heneghan et al., 2021). 
The fact that none of these models account for metabolic 
responses, and are therefore expected to underestimate bottom-up 
trophic cascades, is one additional reason for concern.

As a first attempt to characterize the ecological consequences 
of metabolic responses, and to make things approachable enough, 
the present analyses had to rely on simplifying assumptions. One 
important simplification was that food web topologies were 
generated from the niche model (Williams and Martinez, 2000) 
for sake of consistency and for enabling direct comparisons with 
previous Generalized Modeling results (Gross et al., 2009; Plitzko 
et al., 2012; Aufderheide et al., 2013). It is possible that some of the 
stability properties investigated here will depend on the pattern of 
trophic connections among species, and that more realistic 
topological models could lead to different conclusions, as 
previously demonstrated for complexity-stability relationships 
(Kondoh, 2006). Another simplification was that the strength of 
metabolic responses, as measured by elasticities of foraging 
activity, was indiscriminately distributed across species. It is more 
probable that in natural systems the distribution of metabolic 
responses will be structured by species traits, such as body size and 
cognitive capacity, which in turn can correlate with relative 
positions within the food web (Woodward et al., 2005; Edmunds 
et  al., 2016). The responses should be  more pronounced in 
predators with higher behavioral flexibility and overall levels of 
activity, which in general have larger sizes and occupy higher 
trophic positions, at least in aquatic ecosystems (Shurin et al., 
2006; Andersen et al., 2016; Potapov et al., 2019). These are the 
so-called demand organisms in the Dynamic Energy Budget 
(DEB) framework (Kooijman, 2010), as opposed to supply 
organisms, which have lower metabolic requirements, relatively 
simpler behavioral repertoire but a more plastic physiology, and 
tend to occupy lower trophic positions. It is also possible that 
metabolic responses, which occur at the same temporal scale as 
functional responses, interact with slower changes in overall 
metabolism determining maximum consumption and basal 
metabolic rates. These changes involve plastic physiological 
variation or adaptive evolution in response to long-term variation 
in resource availability (Mueller and Diamond, 2001), and are 
expected to occur more often or more rapidly in supply organisms. 
They can also explain negative or hump-shaped associations 
between metabolism and population density (DeLong et al., 2014; 

Einum, 2014). These so-called metabolic adjustments have been 
shown to enhance stability of model food webs in terms of species 
persistence and amplitude of biomass fluctuations (Quévreux and 
Brose, 2019). It is also worth noting that several other physiological 
or demographic attributes of predators can be dependent on prey 
density, including food assimilation efficiency, non-predatory 
death rates, and relative allocation to growth versus reproduction, 
all aspects not covered in this paper but which can greatly 
influence dynamics (Montagnes and Fenton, 2012; Montagnes 
et al., 2019). How the distribution of metabolic responses interacts 
with these adjustments and demographic attributes at different 
time scales (behavioral, physiological, and evolutive), either 
buffering, magnifying, or inverting their effects on dynamics and 
stability, and how these effects change with different criteria for 
stability (Pimm, 1984; Donohue et  al., 2016), are still open 
questions and potential venues for further investigation.

The functional response has been the focus of much research 
on predator–prey interactions, and there are many proposed 
mechanisms to explain its shape. A non-exhaustive list includes 
handling time or digestion limitation (Holling, 1966; Jeschke et al., 
2002), adaptive foraging (Abrams, 1982, 1990), learning (Holling, 
1966), prey switching (Holling, 1966; Oaten and Murdoch, 1975), 
predator–prey mass ratios (Vucic-Pestic et al., 2010); temperature-
dependence (Daugaard et al., 2019), spatial aggregation (Hossie 
and Murray, 2016), habitat dimensionality (Pawar et al., 2012; 
Giacomini et al., 2013), particulate versus filter feeding (Jeschke 
et al., 2004; Giacomini et al., 2013), and information limitation 
(Hein and Martin, 2020). Joining the list are ever more mechanistic 
models based on first principles of biomechanics and energetics 
(Portalier et al., 2019; Beardsell et al., 2022). However, we still lack 
more comprehensive studies or systematic reviews that can 
determine the extent to which variable foraging activity is 
responsible for changes in consumption rates, and the prevailing 
direction of foraging responses to prey density. The reasons for 
understanding why and how predators adjust their foraging do 
not end with defining the functional response shape: such 
adjustments are consequential for shaping the rate of energy losses 
through metabolism as well. The scarcity of studies characterizing 
metabolic responses is not necessarily an indication that they are 
irrelevant, it is more likely a consequence of practical difficulties 
in measuring respiration rates, in contrast to prey consumption 
which is a much more conspicuous component of the energy 
budget of animals. But techniques and instruments for measuring 
respiration in the laboratory and in the field do exist and can 
be designed to follow similar protocols of prey density variation 
as in functional response studies. They include respirometers 
(Clark et al., 2013; Byrnes et al., 2020), isotope-based methods 
such as doubly labeled water (Nagy et al., 1999; Butler et al., 2004), 
heart rates (Nolet et al., 1992; Butler et al., 2004), electromyograms 
(Cooke et  al., 2004), accelerometers (Halsey et  al., 2011; 
Brownscombe et al., 2014), and enzymatic approaches (Childress 
and Somero, 1990; Sherwood et al., 2002). Combining metabolic 
response measurements with the associated functional responses 
will bring important insights into how predators and prey interact 
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and help improve the models that are so needed for understanding 
and managing ecosystems.
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