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In recent years, phenology – the seasonal timing of biological life cycles – has received
increasing attention as climate change threatens to shift phenology. Phenology is crucial
to the life cycle of organisms and their interactions with intimate partner species;
hence, phenology has important fitness consequences suggesting that phenology
can change through adaptive processes caused by species interaction. However, to
date, there is limited understanding of how phenological adaptation occurs among
interacting species and consequently affects ecological population dynamics. In this
study, a phenological predator–prey co-adaptation model was evaluated to determine
how adaptive phenological changes occur in prey and predator and how phenological
coadaptation affects their coexistence. Population fluctuations tend to decrease and
become stabilized when adaptation occurs rapidly. Furthermore, when adaptation is
slow, predator–prey dynamics can be stabilized or destabilized depending on the initial
difference in phenological timing between species. These results suggest that phenology
shaped by slow coevolution can shift with changes in activity timing caused by
environmental changes and simultaneously alter the stability of predator–prey dynamics.
In contrast, phenology caused by rapid adaptation, such as phenotypic plasticity, may
be robust to environmental change and maintain the stability of predator–prey dynamics.
Understanding the types of adaptative processes that shape species phenologies may
be crucial for predicting the ecological effects of climate change.
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INTRODUCTION

Phenology is defined as the seasonal timing of biological life cycles, including all activities and
events that take place within a season, such as reproduction, migration, and hibernation. The study
of phenology has recently garnered attention in response to the observation that climate change
can disrupt existing – and trigger new – phenological shifts (Visser and Both, 2005; Parmesan, 2006;
Kharouba et al., 2018; Renner and Zohner, 2018; Visser and Gienapp, 2019). Because such shifts can
affect interactions between species (Johansson et al., 2015; Visser and Gienapp, 2019), phenology is
expected to have coadapted through species interactions and plays a key role in maintaining species
interactions. However, to date, there is limited understanding about the relationship between
phenological coadaptation and ecological population dynamics.

Most ecological systems and their species interactions are highly structured based on seasons
(White and Hastings, 2018; Rudolf, 2019). Such complex systems require the emergence of
consumers and/or pollinators to be precisely timed with that of essential resources. Several
predators are ecologically specialized to predate certain prey species, implying that a small
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phenological shift in timing could result in starvation (Damien
and Tougeron, 2019). These limitations infer that slight shifts
in physiological pressures in abiotic environments – such as
temperature – will force predator and prey to evolve their
phenological requirements synchronously and asynchronously,
respectively (Johansson et al., 2015; Lindén, 2018; Visser
and Gienapp, 2019). Because seasonal rhythms of biological
activities and life history events are controlled by genetic factors
(Bradshaw and Holzapfel, 2001; Réale et al., 2003; Tauber et al.,
2007; van Asch et al., 2007; Liedvogel et al., 2009; Wilczek
et al., 2010), phenology can change through the occurrence of
microevolution and/or phenotypic plasticity (Merilä and Hendry,
2014; Johansson et al., 2015; Radchuk et al., 2019).

The alignment and/or mismatch of phenological adaptation
among interacting species indeed affect population dynamics
(Hunter et al., 1997; McLaughlin et al., 2002; Hellmann et al.,
2003; Deacy et al., 2017; Simmonds et al., 2020). Because
of the species-specific phenological response to environmental
changes, the interspecific variation in phenological shifts may
disrupt species interactions, particularly when these interactions
strongly depend on each other (Visser and Both, 2005;
Donnelly et al., 2011; Forrest, 2015). Phenological mismatch
causes changes in survival/reproduction and, thus, changes
in demographics, and may result in species extinction (Both
et al., 2006; Burkle et al., 2013; Budroni et al., 2018). However,
seasonality adapts in response to fitness consequences just
as well as it does in response to phenological mismatching
among interacting species. This highlights the need to examine
both ecological and evolutionary perspectives of phenological
interactions among interacting species to gain a deeper
understanding of the effects of phenological shifts on species
interactions and community responses (Forrest and Miller-
Rushing, 2010; Johansson et al., 2015; Visser and Gienapp,
2019).

Short-term evolutionary adaptation driven by rapid evolution
or phenotypic plasticity can largely influence ecological
population dynamics (Hairston et al., 2005; Miner et al.,
2005). Such eco-evolutionary dynamics plays a key role
in understanding the intricate population dynamics of
interacting species (Fussmann et al., 2007). However, in
previous theoretical studies, ecological and evolutionary
dynamics of phenological interactions have often been examined
independently (Williams et al., 2017). Considering each
approach, a broader understanding of how phenological
adaptation among interacting species and their population
dynamics affect each other is limited, if not entirely lacking
(Miller and Klausmeier, 2017; Sun et al., 2020). In particular,
there are few theories on the coevolution of phenology among
multiple interacting species (Miller and Klausmeier, 2017); this is
despite the historically large development of the coevolutionary
theory (Fussmann et al., 2007; Thompson, 2014). In this study,
using an eco-evolutionary model, the coevolutionary dynamics
of phenology in prey and predator species was examined
to determine its effects on population dynamics. A single
specialist predator that preys on a single species was targeted;
this is because specialists are predicted to suffer most from
phenological mismatching (Damien and Tougeron, 2019).

MODEL

Population Dynamics
Consider the simplest “one predator–one prey” system defined by
the following ordinary differential equations:

dX[t]/dt = {gXaX(uX[t])Z[t] − εX[t]−dX −cX(uX[t])

−aY(uX[t], uY [t])Y[t]}X[t] (1a)

dY[t]/dt = {gYaY(uX[t], uY [t])X[t]−dY −cY(uY [t])} Y[t]
(1b)

where X, Y, and Z is the abundance of prey species, predator
species, and resource species, respectively. For simplicity, it is
assumed that resources affect prey dynamics, while prey does not
affect resource dynamics (donor control). ε is the self-regulation
of prey; aX is the consumption rate, i.e., the rate at which the prey
consumes its resource; aY is the capture rate, i.e., the rate at which
the predator captures its prey; gi is the conversion efficiency,
which relates the prey or predator’s birth rate to resource or prey
consumption, respectively; di is the death rate of each species;
and ci is the cost of changing phenological traits from an optimal
trait value perspective for each species. This is a physiological cost
coming from being active at non-optimal temperatures (John-
Alder et al., 1988; Rebaudo and Rabhi, 2018).

Here, aX = a0XpX[t] and aY = a0YpX[t]pY [t], where a0X is
the basal consumption rate of a resource and a0Y is the basal
capture rate of prey. Z = Z0pZ[t], where Z0 represents a constant
that controls the absolute resource size, and pZ[t] is a time-
varying function, which represents the resource seasonal cycle:
pZ[t] = 1 + sin(2πt/T). The values pX[t] and pY [t] are time-
varying functions, which represent the activity cycles of prey
and predator species, respectively. Each basal biological cycle is
described by the following sinusoidal function (Abrams, 2004;
Nakazawa and Doi, 2012; Mougi, 2020):

pi[t] = 1 + γisin{2π(t− ui)/T} (2)

where γi, T, and ui are the amplitude, cycle period, and timing
of activity peaks, respectively, for prey and predator species.
The consumption rate dependent on the activity rates of both
predator and prey is closely related to the idea of the ecology
of fear, in which frightened prey naturally forages less, while
it can pass the risk of predation due to the inactivity (Clinchy
et al., 2013). The timing of activity peaks is the evolving trait
(see below). With activity cycles, γi = 1 is assumed, because
activity levels need to be approximately zero when they take rest
or hibernate during the inactive season. In this study, T = 365.

The cost functions are described by the following inverse bell-
shaped function:

ci = c0ieθi(ui−ui)
2

(3)

where c0i is the minimum cost at an optimal trait value, ūi, in each
species, and θi (>0) is the shape parameter of the function. As θi
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increases, the steepness of the function increases, implying that
the trait change is very costly.

Dynamics of Phenological Trait
Dynamics of the mean trait value, ui, are modeled by a
quantitative trait evolution model:

dui
dt
= Gi

∂Wi

∂ ûi

∣∣∣∣
ûi=ui

(4)

where Gi (i ∈ X, Y) represents the speed of adaptation
(Abrams et al., 1993). The value Wi is the fitness of the
mutant trait ûi, defined as the per capita growth rate of the
mutants: WX = gXaX

(
ûX

)
Z − dX − cX

(
ûX

)
− aY

(
ûX

)
Y and

WY = gYaY
(
ûY

)
X − dY − cY

(
ûY

)
. Equation 4 indicates that the

rate of adaptive change in traits should be proportional to the
selection gradient. If the selection gradient is positive (negative),
the trait value increases (decrease). The direction of adaptive
change is determined by the difference in the strength of the cost
constraint (-c’i) and the increasing rate of benefit of developing
the trait gXZ ∂ aX /∂uX and -Y∂aY /∂uX in prey and gYX∂aY /∂uY
in predator. Hence, the prey activity peak will change not only
to increase its growth rate but also to adapt to predator activity
and abundance. The predator will also adapt in response to prey
activity and abundance. In this model, the trait values never
converge to an trait equilibrium state because the system is always
fluctuating on a long time scale. Hence, the trait cycle is the
only final state.

For convenience, it is assumed that the trait value is
normalized by the season period Ui = ui/T. Then, the trait
dynamics are described as:

dUi

dt
=

Gi

T
∂Wi

∂Ûi

∣∣∣∣
Ûi=Ui

(5)

Note that Ui = ui/T is also substituted in Eq. 1. The r.h.s of
Eq. 5 is transformed as:Giωi. Here ωX = CcX - B(gXaXZ -aYY) for
prey, and CcY - BgYaYX for predator, where ci is the cost function,
C = 2Tθi

(
Ūi − Ui

)
, B = 2πqi[t], Ūi = ūi

T and qi(t) = cos{2π(t -
TUi)/T} = sin{2π(t - TUi)/T + π/2}.

Here, consider the orders of a parameter ωi. I find that the
order of a parameter, ωi, is similar to that of population dynamics.
More specifically, the orders for C are 10−2 to 10−1, and that
for B is 100 = 1. Thus, given that parameters except for B and C
are those of population dynamics, the speed of ωi is determined
by a term with B. Since B does not affect the order of the
parameters that determine the speed of population dynamics, the
relative speeds of population dynamics and trait dynamics are
determined by Gi. When Gi < 1, trait dynamics are slower than
population dynamics. When Gi > 1, trait dynamics are faster
than population dynamics. In evolutionary adaptation, Gi would
be small (Gi < 1) (DeLong et al., 2016) because trait change
often occurs across generations, while with phenotypic plasticity,
Gi would be large (Gi > 1) because trait change usually occurs
within a generation.

The differential equations of coupled population and trait
dynamics were calculated (Eq. 1 with Ui = ui/T and Eq. 5)

using a computer simulation, and the effects of trait dynamics on
the population dynamics of predator and prey were examined.
With a sufficiently long simulation run (t = 5 × 105) to
evaluate system stability in the non-equilibrium state, asymptotic
behavior was obtained (4.8 × 105 < t < 5 × 105). I judged
that if the value of stability index mentioned below is saturated
after a long time period, the system converges to an attractor.
Following this logic, changes were calculated numerically for
the coefficient of variation of population size (CV), which is a
stability index (the first part of the time series was excluded to
avoid transient dynamics). As CV decreases, stability increases.
This measure is one of the various indices of stability but may
apply to empirical studies (McCann, 2000). Parameter values in
the text are used for a middle range between organisms with
shorter (e.g., plankton) and longer (e.g., mammal) generation
time (see the Supplementary Table 1 for the parameter ranges
examined). Alternatively, in the supplemental analysis (see
section “Discussion”), I used real two extreme parameter settings
in Daphnia (predator)-Chlamydomonas (prey) system (shorter
generation times), and Weasel (predator)-Vole (prey) system
(longer generation times) (Sherratt, 2001).

In the absence of adaptive dynamics (Gi = 0), predator and
prey always show population oscillations with large amplitudes
driven by seasonal activity cycles. In this study, I examined
the coevolution of phenology (Gi > 0) caused by the timing
of activity peaks (ui), and how phenological adaptation affects
predator–prey population dynamics.

RESULTS

When species cannot evolve (Gi = 0), activity cycles forcibly
oscillate the otherwise globally stable prey–predator system
(Figures 1A,B).

Once each species can shift its activity timing, however,
this instability can be mitigated. To show how adaptation
speed influences the behavior of the system, tests first focused
on a case in which the adaptation speed of both species is
equal (GX = GY = G). As the speed of adaptation increases,
the amplitude of population cycles changes non-monotonically
(Figures 1C–F). A key pattern is that the stability of both predator
and prey dynamics, as measured by the CV, is higher when
adaptation rates are high (G > > 1) (Figure 2D), and this does
not change under various parameter conditions (Supplementary
Figures 1, 2). Stabilization owing to faster adaptation is also
observed even when the adaptation speeds of the species are
unequal (GX 6=GY ) (Supplementary Figure 3). Another shape of
the activity cycle does not change this pattern (Supplementary
Figure 4). The strong stabilization effect as a result of faster
adaptation (G > > 1) is maintained (Figures 2D–F) irrespective
of the initial activity peak timings for the two species Ui(0).

In contrast, the ecological consequences of slow adaptation
(G < < 1) can be altered by the initial activity peak timing
Ui(0). The system can have alternative attractors (Supplementary
Figure 5). Three qualitatively different patterns were observed
(Figure 2) by changing UY (0) from the optimal ŪY , given
UX(0) = ŪX . First, consider that both species have optimal
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FIGURE 1 | The speed of adaptation changes predator–prey dynamics. Dynamics of population sizes (A) and activity cycles (B) without adaptation. (C–F) Dynamics
of population sizes in relation to the speed of adaptation. GX = GY = G is assumed. Faster adaptation (increasing G) tends to decrease the amplitudes of population
cycles. (A,B) G = 0; (C) G = 0.001; (D) G = 0.05; (E) G = 1; and (F) G = 20. I–IV represent the patterns shown in different phases (see Figures 2, 3). Initial values
X (0), Y (0), UX (0), and UY (0) are 0.1, 0.1, 10/365, and 20/365, respectively. Parameters are Z0 = 2, a0 i = 0.5, ε = 0.1, gi = 0.2, di = 0.01, c0 i = 0.01, θi = 0.001,
ŪX = 10/365, and ŪY = 20/365. The time range shown on the horizontal axis is from 5 × 105–2T to 5 × 105 (for convenience, the initial time is notated as 0).

FIGURE 2 | The relationship between adaptation speed and stability of population dynamics. (A–C) Mean activity peak timing (mean trait values) (A–C) and stability
of population dynamics (D–F) with varying speed of adaptation. The stability is evaluated by the coefficient of variation (CV) of population sizes during a certain
period after sufficient time (t), which corresponds with the time taken for the dynamics to reach an asymptote (see section “Model” for details). Mean trait values are
also calculated in the same period. Red and blue arrows shown in (C) represent values of physiological optimal activity peak timing, ŪY and ŪX , respectively. In (d–f),
red and blue represent the CV of predator (left vertical axis) and prey (right vertical axis), respectively. Parameters are the same as those of Figure 1. Under different
initial variable conditions, three cases are observed. I checked whether bi-stability occurs by systematically changing initial values of traits (within a
range –0.1 < Ui (0) < 0.1 with 0.01 increments). The three cases are based on the difference in the initial trait value of UY (0). (A,D) UY (0) = ŪY . (B,E) UY (0) < ŪY .
(C,F) UY (0) > ŪY . It is assumed that UX (0) = ŪY = 10/365 and UY (0) = ŪY = 20/365 in (A,D), UY (0) = ŪY -0.01 in (B,E), and UY (0) = ŪY + 0.04 in (C,F).

timings, Ui(0) = Ūi. In this case, very slow adaptation has a strong
destabilizing effect (phase I in Figures 2A,D). When UY (0)> ŪY ,
this pattern is maintained, but the instability occurs over a

broader range of adaptation speeds (phase I in Figures 2C,F).
These results indicate that if predator activity timing is later than
that of its prey, the difference is not likely to be compensated
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FIGURE 3 | Activity cycles with varying adaptation speeds. (A–E) is seasonal activity cycle in different speed of adaptation, which corresponds to distinct phases
shown in Figure 2. (A) G = 0.001 (phase I); (B) G = 0.05 (phase II); (C) G = 1 (phase III); (D) G = 20 (phase IV); and (E) G = 0.001 (phase I’). Yellow lines are the
resource cycle. The blue and red dashed lines represent the physiological optimal activity peak timing and TŪY and TŪX , respectively. The time range shown in the
horizontal axes is from 5 × 105–T to 5 × 105 (for convenience, the initial time is noted as 0). Parameters are the same as those of Figure 2.

for Figure 3A. Later predator activity delays the regulation of
prey growth by the predator, resulting in destabilization. In
contrast, when UY (0) < ŪY , the observed destabilization with
slow adaptation is mitigated (phase I’ in Figures 2B,E). This
result indicates that if predator activity timing is closer to that
of its prey, the predator can evolve to match the prey activity
timing or precede it (Figure 3E). Earlier predator activity can
facilitate the regulation of prey growth by the predator, resulting
in stabilization. When UY (0) 5 ŪY , this type of stabilization is
also observed with faster adaptation (phase II in Figures 2A–E,
3B). The multiple attractors disappear when adaptation speed
is faster (phase III, IV in Figure 2). With rapid adaptation,
predator and prey can maintain averagely physiologically optimal
activity timing (phase IV in Figures 2A–C, 3D). When adaptation
speed is at an intermediate level or similar to the speed of
population dynamics, both species have greater costs compared
with those for the faster adaptation case (phase III in Figures 2A–
C, 3C). This difference in cost based on the adaptation speed can
cause differences in stability because population reduction from
costs and slow adaptation to environmental change can trigger
fluctuations in abundance. The sudden jumps in the outcomes
with increasing G are related to whether bi-stability occurs. In
slow adaptation, bi-stability is likely to occur. Thus, if the initial
setting is close to one attractor, trait value cannot reach to another
attractor because the trait cannot change largely. Then, if the
speed of adaptation becomes faster, it is possible that the trait can
reach to another attractor particularly when the initial trait value
is close to another attractor.

DISCUSSION

The present theory is based on the assumption that rapid
phenological coadaptation can stabilize otherwise strongly

oscillating predator–prey population dynamics. The speed
of adaptation is a key element for the stabilization of these
dynamics. When rapid adaptive changes in phenology can
occur, population dynamics can stabilize. However, very slow
phenological changes can have remarkably different ecological
consequences, including destabilization or stabilization,
depending on the initial timing of activity peaks. Fluctuations
in phenology caused by climate changes can change the
phenologies of predator and prey and alter the stability of
predator–prey dynamics.

A coevolution of predator–prey relationships can occur in
phenology. This observation was previously predicted based
on a classic coevolutionary theory and is often used to
explain a mismatch of phenological traits for predator and
prey in nature (Singer and Parmesan, 2010; Lindén, 2018).
The evolution of mismatching is expected only because prey–
predator interaction is asymmetrical (Van Valen, 1973; Dawkins
and Krebs, 1979). This is because, in theory, the exploiter
should benefit from better synchrony, and the resource should
benefit from less synchrony. However, this simple prediction was
based on coevolutionary models of morphological, physiological,
or behavioral traits related to their offense or defense. Trait
interaction named as matching traits or bidirectional axes
of victim vulnerability is most closely related to the present
model (Abrams, 2000; Nuismer et al., 2005; Mougi, 2012). In
such models, as with the present model, prey can increase
their ability to escape from predators by becoming either
significantly larger or significantly smaller in trait value. Although
it is a reasonable model for morphological trait coevolution
in some systems – e.g., predator gape size vs. prey size –
it cannot be directly applied to phenological coevolution.
This is because phenology itself, which drives population
dynamics, is not considered. Additionally, in this model, prey
does not evolve in response to the predator, contrary to
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the predator. In this contest, an intuitive prediction is not
mismatching of phenology among species because the predator
can benefit from better synchrony but prey cannot depart
from the predator phenology. Interestingly, this study showed
that mismatching can occur even in this situation. Phenology
mismatching can be adaptive for a predator depending on the
evolutionary speed. This suggests that phenological mismatching
can occur only by species phenological adaptations even without
external climate shifts.

Phenological adaptation has a similar stabilization mechanism
to adaptive habitat choice behavior. In a habitat choice model,
prey moves to a habitat where predators are scarce, while
predators move to prey-rich areas. This spatial cycling can
stabilize predator–prey population dynamics (Abrams, 2007).
This type of adaptation can be a key stabilizing mechanism
when each species has a high migration ability and can survive
across a broad spatial range, which is in contrast to phenological
adaptation. In addition, spatial adaptation can be complementary
to phenological adaptation. If so, the activity patterns in a
season shaped by phenological and spatial adaptations may
compensate for insufficient temporal adaptation. In addition to
spatial adaptation, adaptation to multiple biological rhythms
or complexity of activity cycles (Mougi, 2020, 2021) may
compensate for phenological adaptation. Activities are influenced
not only by annual cycles but also daily and monthly cycles.
The complexity of spatial and temporal adaptation and its
influence on predator–prey dynamics should be the focus
of future studies.

The type of predator–prey interaction may also affect model
results. Analysis of two predator–prey systems with faster or
slower population dynamics than the present model would
be useful to address this question. I tested two systems with
parameter settings for Daphnia (predator) and Chlamydomonas
(prey), and in weasel (predator) and vole (prey) (Sherratt,
2001). The former (plankton) and latter (mammalian) systems
have faster and slower population dynamics than the present
model system (Supplementary Table 2). In a mammalian
system, a qualitatively similar effect of adaptation speed to
stability is observed and can show high destabilization at an
intermediate speed of adaptation (Supplementary Figure 6).
In the plankton system, no effects of initial conditions were
detected (Supplementary Figure 7) but population dynamics
were destabilized at an intermediate adaptation speed. In both
systems, strong stabilization as a result of faster adaptation
was commonly observed. These results suggest that stabilization
effects owing to faster phenological adaptation, such as
phenotypic plasticity, are a general consequence. Instability at
intermediate speeds of adaptation is the second key consequence.
Whether multiple attractors appear with slow adaptation or
evolution depends on the system. Systems with faster population
dynamics are not likely to stay in a particular state, and
the multiple attractors in slow adaptation may be unlikely
to occur in predators/prey with shorter generation times.
To test this theory, and examine whether the adaptation
occurs through evolution or plasticity, we need to examine
the speed of adaptation itself. For a deeper understanding
of phenological coadaptation, particularly when knowledge is

not limited by the view of adaptation speed, there needs
to be a more realistic model with microevolution and
phenotypic plasticity. This model would need to be driven
by both evolution and phenotypic plasticity in phenology.
If both can occur, plasticity may relax the effect evolution
slowdown and may cause increased stabilization of population
dynamics. In addition, other rich complexities, such as a stage
structure, functional response, and behavior (Khajanchi, 2014;
Khajanchi and Banerjee, 2017; Sarkar et al., 2020; Sarkar and
Khajanchi, 2020), will need to be considered to confirm the
robustness of the theory.

Our results may potentially answer an important qualitative
suggestion on how climate change can affect ecological
consequences of consumer-resource dynamics. Climate change
may destabilize population dynamics through fluctuations in
the timing of activity of interacting species and/or slowing
down evolutionary speed. Predator–prey phenology and
population dynamics can both be changed evolutionarily if the
activity timings are altered by factors such as climate change.
Furthermore, climate change may destabilize consumer-resource
dynamics by decreasing genotypes vulnerable to environmental
change. Genetic variance of evolving traits is related to the
speed of evolution (Abrams et al., 1993); therefore, the loss of
particular genotypes in response to climate change can decrease
evolution speed. If the existing genetic variance is so extensive
that current populations can rapidly evolve, such a slowdown in
evolutionary speed cold amplify population fluctuations of both
consumer and resource.
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