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Large eddy simulation of
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The near-surface boundary layer over patchy snow is highly heterogeneous
and dynamic. Layers of opposing stability coexist within only a few horizontal
meters. Conventional experimental methods to investigate this layer suffer
from limitations related to the fixed positions of eddy covariance sensors.
To overcome these difficulties, we set up a centimeter-resolution large eddy
simulation of flow across an idealised transition from bare ground to snow.
We force the simulation with high-frequency eddy covariance data recorded
during a field campaign. We show that the model can represent the real flow
by comparing it to independent eddy covariance data. However, the simulation
underestimates vertical wind speed fluctuations, especially at high frequencies.
Sensitivity analyses show that this is influenced by grid resolution and surface
roughness representation but not much by subgrid-scale parameterization.
Nevertheless, the model can reproduce the experimentally observed plumes
of warm air intermittently detaching from bare ground and being advected
over snow. This process is highly dynamic, with time scales of only a few
seconds. We can show that the growth of a stable internal boundary layer
adjacent to the snow surface can be approximated by a power law. With low
wind speeds, deeper stable layers develop, while strong wind speeds limit the
growth. Even close to the surface, the buoyancy fluxes are heterogeneous and
driven by terrain variations, which also induce the frequent decoupling of a
thin layer adjacent to the snow surface. Our simulations point the path towards
generalizing point-based and aerial measurements to three dimensions.

KEYWORDS

large eddy simulation, near-surface boundary layer, turbulence, patchy snow, stable
internal boundary layer, buoyancy flux

1 Introduction

In spring, the snow that has accumulated throughout the winter begins to melt. The
resulting run-off plays a crucial role, for example, for the ecosystem (Groffman et al.,
2001; Wipf and Rixen, 2010; Wheeler et al., 2016; Rixen et al., 2022), drinking water supply
(Sturm et al., 2017; Siirila-Woodburn et al., 2021), or hydropower generation (Stucchi et al.,
2019; Magnusson et al., 2020). Furthermore, in combination with precipitation, it
can amplify the risk of flooding and associated damages (Sui and Koehler, 2001;
Würzer et al., 2016; Li et al., 2019;Mott et al., 2023), underscoring the necessity for a precise
understanding and prediction of snowmelt dynamics.
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The mountain snow cover is heterogeneous on a wide
range of scales shaped by accumulation and ablation processes.
Preferential deposition (Lehning et al., 2008), wind-induced snow
transport (Föhn and Meister, 1983; Pomeroy and Gray, 1995),
and avalanches lead to spatially varying snow depth (Quéno et al.,
2023; Reynolds et al., 2024). These spatially irregular accumulation
features, together with spatially heterogeneous melt, support
the formation of patchy snow covers later in spring. Due to
its lower albedo, the bare ground heats up faster than adjacent
snow patches. In numerical simulations, studies by Ménard et al.
(2014), Letcher and Minder (2017), and Schlögl et al. (2018a)
demonstrated the resulting warming feedback for the near-surface
atmosphere. The surface temperature of the snow is constrained
by its melting temperature of 0°C. Consequently, there is a strong
horizontal heat flux divergence between positive heat fluxes above
bare ground and negative heat fluxes over snow-covered areas
(Mott et al., 2015; Schlögl et al., 2018a).

Local-scale winds, influenced by small-scale surface
temperature variations (Johnson et al., 1984) interact with larger-
scale circulations such as valley breezes. The valley breeze, in turn,
is influenced by an elevation gradient in snow cover: Lower parts
of the valley are already snow-free, while higher up, the snow cover
is still continuous (Farina and Zardi, 2023). The resulting winds
mix the heterogeneously stratified air masses above the patchy
snow cover. Warm air from bare ground is advected over snow-
covered areas, leading to a strongly stratified layering. Close to
the snow surface, a stable internal boundary layer (SIBL) forms
(Garratt, 1990). A change in sign of sensible heat fluxes defines
its upper boundary. Within the SIBL, negative (downward) fluxes
prevail, while above it, positive (upward) fluxes align with the
locally unstable stratification. The depth of the SIBL fluctuates
rapidly depending on various parameters such as wind speed
or stability (Mott et al., 2013; Schlögl et al., 2018a). In a recent
experimental study, Haugeneder et al. (2024) examined the growth
of a SIBL adjacent to a snow patch over a 3 week period of melt
out. They observed that the depth of the SIBL decreased as the
snow cover fraction diminished. Additionally, they noted that warm
air plumes were intermittently advected over the snow surface,
limiting the growth of the SIBL. These intermittent advections
occurred on timescales of only a few seconds and only affected
the lowest 1 m of the atmosphere adjacent to the snow surface.
Thus, the feedback loops between heterogeneous surfaces in spring,
the near-surface atmosphere, and the snow-atmosphere interaction
processes are highly complex. Further experimental studies are
essential for a comprehensive understanding and the development
of valid parameterizations for models.

Experimentally investigating the atmosphere close to the
surface poses some difficulties. Conventional eddy covariance (EC)
measurements are limited to fixed positions and can not be
deployed arbitrarily close to the surface (Stiperski andRotach, 2016).
Granger et al. (2006) performed temperature profile measurements
at several positions across the transition from bare ground to
snow using fine-wire thermocouples. However, this setup can also
only sample data at limited locations. Recently, Haugeneder et al.
(2023) adapted an approach from Grudzielanek and Cermak (2015)
that allows aerial estimations of air temperature and wind speed
close to the surface. In this technique, a thermal infrared camera
pointing to thin vertically deployed synthetic screens records frames

at 30 Hz. Since the screens have a low heat capacity, their surface
temperature can be used as a proxy for the local air temperature.The
measurements offer a spatial resolution of 0.5 cm and give insights
into the dynamics of the near-surface atmospheric layer. However,
they represent only snapshots in time and are confined to small
measurement domains. Obtaining a comprehensive understanding
of spatial dynamics solely from such measurements is challenging.

High-resolution numerical simulations offer the possibility to
bridge the gap between point or aerial measurements and a full
three-dimensional representation of the flow across the transition
from bare ground to snow. The basis of most fluid dynamics
simulations is the Navier-Stokes equations. The coupled system
of partial differential equations describes and predicts the three-
dimensional momentum field. A common technique to solve the
coupled system is the Reynolds-averaged Navier-Stokes (RANS)
approach.TheNavier-Stokes equations are solved in RANS for time-
averaged quantities, and turbulent motions of higher frequencies
are parameterized. Due to its computational efficiency, it is used for
modeling studies of the ABL (e.g., Balogh et al., 2012; Hames et al.,
2022). It has also been used to study atmosphere-cryosphere
interactions (Hames et al., 2022; Jafari et al., 2022). Challenges arise
when the focus of the research is on turbulent quantities. Naturally,
turbulence is not steady-state but transient. Therefore, only looking
at time-averaged quantities does not yield enough information.

On the opposite side of the complexity spectrum for solving
fluid dynamics problems is direct numerical simulation (DNS)
(Pope, 2000). The Navier-Stokes equations can be accurately solved
in idealized scenarios with relatively moderate Reynolds numbers.
Eddies of all scales are directly resolved, and therefore no turbulence
parameterization is necessary. For example, van der Valk et al.
(2022) use aDNSmodel to simulate the near-surface boundary layer
over patchy snow. Using temperature profile measurements above
patchy snow from Harder et al. (2017), they found spatial variability
in sensible heat fluxes that result in spatially heterogeneous melt
rates. However, this computationally costly approach is limited to
highly idealized conditions.

Large Eddy Simulations (LES) act as a robust intermediary,
filling the complexity gap between RANS and DNS. By spatially
filtering the Navier-Stokes equations, LES directly represents supra-
filter scale motions while parameterizing sub-filter motions (Pope,
2000). Relevant energy-containing scales are directly resolved by
choosing a suitable filter scale. In recent decades, multiple studies
have applied the LES approach to study ABLs of various stability on
a wide range of scales. Some more recent studies include Huang and
Bou-Zeid (2013); Richardson et al. (2013); Zwaaftink et al. (2014);
Smith and Porté-Agel (2014); Sigmund et al. (2022); Melo et al.
(2024); Zahn and Bou-Zeid (2024). The review of Stoll et al. (2020)
provides a comprehensive overview of studies.

In this work, we set up, validate, and analyze an LES simulation
to study the near-surface atmosphere adjacent to the transition from
bare ground to snow. Ultimately, we aim to generalize data recorded
during a previous field campaign to get more information on the
fetch dependence of heat fluxes close to the surface. Therefore,
Sect. 2 gives an overview of the experimental data and the setup
of the model followed by a validation of the model results with
measurements in Sect. 3. In Sect. 4 we use the simulation results to
investigate the near-surface boundary layer dynamics. Specifically,
we examine the intermittent advection of plumes of warm air over
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the snow and the spatial and temporal dynamics of the SIBL.
Furthermore, in Sect. 4.3 we analyze the dependence of vertical
profiles of temperature and wind speed, as well as the SIBL depth,
on wind speed. Section 5 summarizes the findings and gives a
brief outlook.

2 Methods

2.1 Study site

In late spring 2021, we collected data during a comprehensive
field campaign in the Dischma valley near Davos (Switzerland).
The valley axis of the straight high alpine valley is oriented in the
southeast-northwest direction. Steep slopes enclose the valley floor
with an elevation difference of approximately 1000 m. The area has
been extensively studied (Urfer-Henneberger, 1970; Lehning et al.,
2006; Bavay et al., 2009; Brauchli et al., 2017; Wever et al., 2017;
Mott et al., 2017; Schlögl et al., 2018a; b; Gerber et al., 2019;
Carletti et al., 2022; Reynolds et al., 2023). Dürrboden, the flat
measurement site at an elevation of 2010m a.g.l., is located at the
end of the valley. The map in Figure 1 gives an overview of the area.
The right part of Figure 1 shows an aerial overview picture captured
on 30 May 2021 by an Uncrewed Aerial Vehicle (UAV). Bare patches
have already emerged.

To force and validate the LES simulation presented in this study,
we use eddy covariance (EC) data recorded during this campaign.
We deployed multiple sensors at various locations and heights.
We installed two IRGASONs (Campbell Scientific, Logan, Utah,
United States) on ECT1 at 1.2 m above the surface and on ECT2
at 0.9 m above the surface. Furthermore, at ECT2, we installed
two CSAT3Bs (Campbell Scientific, Logan, Utah, United States)
at heights of 1.9 and 2.9 m, together with a Campbell PT1000
ventilated air temperature sensor (Campbell Scientific, Logan, Utah,
United States) positioned at 1 m above the surface. All EC sensors
recorded data at a sampling frequency of 20 Hz. The lines in the
UAV image indicate the 80% flux footprints as described by the
parameterization of Kljun et al. (2015). For interpretation, we note
that the LES simulation is forced with data taken on 31 May 2021, so
1 day after the UAV image in Figure 1 was taken. During this period
of snow melt, bare patches emerge and extend rapidly. For the snow
cover on 31 May, the area within the flux footprints of both ECTs
wasmostly snow-covered.The automatic weather station (AWS)was
installed ≈ 30 m upwind of the ECTs. In the present study, we use air
temperature measured at the height of 3.7 m above the surface by a
HygroVue 5 (Campbell Scientific, Logan, Utah, United States). The
AWS recorded data averaged every 10 min.

In addition to conventional EC measurements, we deployed
thin synthetic screens vertically positioned across the transition
from bare ground to snow. Using a thermal infrared camera to
film these screens, we obtained surface temperatures at a spatial
resolution of 0.6 cm and a temporal resolution of 30Hz. The screens
are thin enough to quickly adjust to the ambient air temperature.
Therefore, the recorded surface temperature of the screens serves
as a proxy for the local air temperature. The data visualizes the
temperature stratification and its dynamics adjacent to the surface.
In the following, we will refer to this setup as the IR setup. We refer

the reader to Haugeneder et al. (2023) for further details about the
field campaign.

2.2 Large eddy simulation

This study aims to set up, validate, and analyze a high-resolution
numerical simulation of atmospheric flow over a single bare ground
to snow transition forced with measurement data collected as
described above. Therefore, we employ a large-eddy simulation
(LES). LESs were first introduced in 1963 by Smagorinski (1963).
Since then, the approach has grown rapidly and has become a
popular and powerful tool to investigate atmospheric processes on
various scales (Stoll et al., 2020).

In the following, we quickly summarize the basic concept
and equations, which are important for the interpretation of the
later results. For easier notation, we use the Einstein summation
convention, in which a summation over the three spatial directions
x, y, and z is implied for repeated indices. As an example, we show
the momentum equation.

The Navier-Stokes equations for incompressible flow predict the
three-component velocity field ui at time t.

∂ui
∂t
+ uj

∂
∂xj

ui = ν
∂2ui
∂xj∂xj
− 1
ρ
∂p
∂xi
. (1)

ν describes the kinematic viscosity, ρ the fluid density and
p the pressure including gravitational pressure (Pope, 2000). For
simplicity, we drop the buoyancy term, which can be written
in the Boussinesq approximation as −δizgαΔT, where g denotes
the gravitational acceleration (in the downward z-direction), α
the thermal expansion coefficient, and ΔT = T−T0 the difference
between the local temperature and a reference temperature. The
additional variable T can be solved by utilizing energy conservation.

Directly solving Equation 1 and the incompressible
continuity equation

∂ui
∂xi
= 0

is known as Direct Numerical Simulation (DNS). Due to the
tremendous computational costs, this is (to date) only possible for
highly idealized conditions. To reduce the computational demands,
Equation 1 can be filtered. The filter, which can take on various
shapes such as spectral cut-off or Gaussian, separates resolved large-
scale motions from non-resolved and thus parameterized subgrid-
scale (SGS) motions. This filtering step is the cornerstone of LES
modelling. In our case, filtering is achieved implicitly by discretizing
the mesh (Lund, 2003). We give a more detailed description of the
model setup in Sect. 2.3. The filtered Equation 1 are

∂ui
∂t
+
∂uiuj
∂xj
= ν

∂2ui
∂xj∂xj
− 1
ρ
∂p
∂xi
, (2)

where variables with an overbar denote filtered quantities. The
second term presents a challenge: uiuj is the filtered product of two
unfiltered quantities ui and uj. This means that to solve Equation 2,
knowledge about unfiltered quantities is necessary. This problem
is solved by parameterizing the anisotropic residual stress tensor
τrij = τ

R
ij −

1
3
τRiiδij where the residual stress tensor is given by τRij =
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FIGURE 1
Topographic map of the Dischma valley end close to Davos (Switzerland). The coordinates of the bottom right corner of the map extent in the
CH1903+/LV95 system are (E=2 793 431 m, N=1 174 087 m). In the grey box, an orthophoto (30 May 2021) obtained from an Uncrewed Aerial Vehicle
shows the flat study site with measurement stations including two eddy covariance towers (ECT) and an automatic weather station (AWS). Additionally,
the 80% flux footprints according to Kljun et al. (2015) are shown for EC measurement at a height of 1.2 m at the ECT1 (blue line) and for a 0.9 m
measurement at the ECT2 (green line).

uiuj − ui ⋅ uj (Pope, 2000). Multiple approaches with different levels
of complexity are available for this SGS parameterization. Despite
more sophisticated parameterizations having been suggested (e.g.,
dynamic SGS model (Germano et al., 1991), Lagrangian dynamic
model (Meneveau et al., 1996), or SGS models solving a transport
equation (Deardorff, 1974)), we use the computationally efficient
Smagorinski-Lilly SGS model (Smagorinski, 1963). From sensitivity
analysis we found no strong change in the results when we used, for
example, a dynamic Lagrangian SGS model.

The Smagorinski-Lilly SGS model utilizes the concept of
viscosity and builds upon the presence of an inertial subrange
(Stoll et al., 2020). Within the frequency range of the inertial
subrange, turbulent energy is transferred, in the mean, only from
larger to smaller scales (Kolmogorov, 1941). If the filter is chosen to
be in the inertial subrange, Smagorinski (1963) hypothesize a linear
relation between the anisotropic residual stress and the filtered rate
of strain Sij

τrij = −νr(
∂ui
∂xj
+
∂uj
∂xi
) = −2νrSij,

where

νr = (CSΔ)
2√2Sij Sij

describes the eddy viscosity, CS the Smagorinski coefficient and
Δ = (ΔxΔyΔz)

1
3 the filter width. A disadvantage of the Smagorinski-

Lilly SGS model is that it is purely dissipative and not representing
the true equilibrium between forward and backward scatter
(Stoll et al., 2020). Backward scattering, i.e., the influence of non-
resolved subgrid-scale motion on resolved scales, can significantly
modify the flow field (Leslie and Quarini, 1979).

2.3 Model setup and forcing

We set up the LES simulation across an idealized transition from
bare ground to snow. The computational domain spans 20m along
the flow direction (x), 6 m in across-flow direction (y) and is 5 m
high (h). We use a horizontal cell width of Δx = Δy = 0.04m with
a vertical cell height of Δh = 0.03m− 0.07m. The smallest cells are
at the bottom of the domain. With these cell sizes, the simulation
includes about 7.7× 106 cells. We use adaptive time-stepping
to prevent excess Courant numbers that could cause numerical
instability (Moukalled et al., 2016). Throughout the simulation, the
median time step is Δt = 8× 10–3 s.

To allow for forcing with high-frequency EC measurements, we
use inflow-outflow boundary conditions in the x direction and cyclic
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FIGURE 2
Location of the LES simulation domain (dashed black box) in relation
to the measurement locations. The UAV image is a cutout from
the one in Figure 1.

boundaries in the y direction. We apply a zero-gradient Neumann
boundary condition for momentum and temperature as an upper
boundary condition.

The transition between bare ground and snow in the model
at x = 8m is characterized by a change in surface roughness and
surface temperature. There were many old footsteps on the snow
surface. We estimated the height of the roughness elements on
snow from field observations to be ≈0.1m. We assumed a height
of the roughness elements of ≈0.05m for grass. For generating
rough surfaces, we use the open-source Python library tamaas
(available from https://gitlab.com/tamaas/tamaas/-/tree/master). It
generates random rough surfaces by back-transformation of a given
spectrum. To account for the different structures of the surfaces,
we not only changed the height of the roughness elements, but also
the frequencies contained in the spectrum. For grass, we included
higher frequencies to represent finer structures. We set the surface
temperature of the snow to the melting point at 0°C. Using data
collected from the thermal infrared camera, we approximated the
temperature of the bare ground at 15°C.

We force the simulation directly with high-frequency EC
measurements. To our knowledge, this has not yet been done in
such a setup. Figure 2 gives an overview of the domain in relation to
the available EC sensors. We chose the location of the domain such
that the flow resembles the data captured by the IR screen setup. The
idea is to apply the larger scale forcing via measured wind speeds
and air temperatures and let the model simulate the surface-driven
buoyancy effects at the transition from bare ground to snow.

For wind speed forcing, we fit a logarithmic wind profile (log
profile) through the median of 5 min EC data from three sensors
at ECT2, which is the only location featuring multiple EC sensors
at different heights. In the measurements, we do not see much

difference between wind speed data recorded at ECT1 and ECT2
(apart from a time lag). Therefore, we assume that data from ECT2
sufficiently describes the flow structure at the inflow. To obtain a
high-frequency wind profile, we scaled the log profile to the data
measured at 0.9 m above the surface at ECT2.

A challenging task in LES modelling is to obtain realistic
turbulence at the inlet. We use the divergence-free synthetic eddy
method (DFSEM) developed by Poletto et al. (2013). The method
generates realistically shaped eddies according to a given mean
wind speed, Reynolds stress tensor, and turbulence integral length
scale. We use 20 Hz horizontal wind speed data and calculated
the Reynolds stress tensor from the 0.9 m EC sensor at ECT2. We
also estimate the turbulence length scale from an auto-correlation
analysis of this data. Additionally, we assume that the Reynolds stress
tensor and the turbulence length scale are constant in the horizontal
and vertical directions.

We do not apply vertical wind speed forcing, since we do
not have enough measurement data to realistically interpolate,
accounting for larger-scale vertical motions. However, the turbulent
part of the vertical wind speed is generated by the DFSEM.

For temperature forcing, we use the upwind measurement
at the AWS at 3.7 m height (see Figure 1). Since the AWS
recorded data only every 10 min, we use the 5 s variations
recorded by the ventilated thermometer at ECT2 scaled to the
mean temperature measured at the AWS. We then logarithmically
scale the air temperature to the surface temperature of bare
ground of 15°C (Högström, 1996).

For the analysis in this study, we extract data on a slice aligned
with the wind direction at y = 3m. Furthermore, to account for the
spin-up of the simulation, we discard the first 10 s of data.

For the simulation, we use the buoyantBoussinesqPimpleFoam
solver (OpenFoam API Guide, 2024) available from the open-source
fluid dynamics platform OpenFOAM (Weller et al., 1998). The
transient solver is designed for incompressible flow. OpenFOAM
uses a finite volume method for discretization.

3 Validation of model results against
measurements

In this section, our objective is to compare the LES simulation
results with eddy covariance (EC) measurements. Therefore, we use
the EC measurement at 1.2 m height on the ECT1. This particular
EC measurement, not included in the initial model forcing, serves
as an independent means of validation. Extracting data from the
simulation domain at x = 10.0m, y = 3.0m, and z = 1.2m ensures
a sufficient downwind distance to the transition from bare ground
to snow. However, when interpreting the results, the reader should
keep in mind that the flux footprint of the 1.2 m measurement on
the ECT1 (cf. Figure 1) hardly contains any bare ground. Figure 3
compares the LES simulation with the EC measurement. We discard
the first 10 s of the simulation results for flow spin up.

The time series of wind speed along the flow presented in
Figure 3 agree very well in both the absolute magnitude and the
magnitude of the fluctuations. Nevertheless, a slight lag is observed
between the two time series. This lag can be attributed to the setup
depicted in Figure 1. Data for driving the LES simulations originate
from ECT2, whereas the comparison data are obtained from ECT1
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FIGURE 3
Comparison of model output at x = 10.0m, y = 3.0m, and z = 1.2m (orange dashed) and measurements at a height of 1.2m at the ECT1 (blue solid line).
We did not use the measurements shown in the figure for forcing. (A, B) show the along-stream wind speed u, (C, D) the vertical wind speed w, and (E,
F) the air temperature. The left column, subfigures (A, C, E) compares time series of the respective variables. We show the corresponding Fourier
spectra in the right column, subfigures (B, D, F). We generated the spectra using the pre-processing steps described in Stull (1988).

approximately 10 m upwind of ECT2. Consequently, the simulation
exhibits a lag relative to the measurements. Nonetheless, the good
agreement betweenmeasurement and simulation is also reflected by
the spectra in Figure 3B. Both measurement and simulation agree
well on all time scales. Time series and spectra indicate that the LES
simulation features a realistic along-stream wind speed.

Furthermore, the mean vertical wind speed of the LES
simulation at the extracted point wLES = 0.011 m s−1 is in good
agreement with the double-rotated measurement data (and thus
wEC ≈0 m s−1). Nevertheless, the simulation underestimates the
magnitude of the fluctuations. While EC measurements yield
a variance of σ2

w,EC = 7.9× 10
–2 m2 s−2, the simulation shows a

variance of σ2
w,LES = 7.0× 10

–3 m2 s−2. Both variances differ by a
factor of 11. This mismatch in the magnitude of the fluctuations is
evident from the spectrum depicted in Figure 3D. The simulation
notably lacks spectral energy density across all frequencies, with the
discrepancy becoming more pronounced for f > 1Hz. Sensitivity

analysis unveiled multiple potential factors contributing to this
discrepancy, some of which are interrelated. Specifically, the analysis
suggests that grid spacing is critical in accurately representing
vertical wind speeds. Conversely, the impact of employing a more
sophisticated Sub-Grid-Scale (SGS) model, such as a dynamic
Lagrangian SGS model, was relatively small. The gap for high-
frequency data and the dependence on the grid spacing indicates
that relevant eddy sizes in this strongly heterogeneous setting
might even be smaller than the chosen grid spacing of 4 cm
(horizontal) and 3 cm–7 cm (vertical). We think there are multiple
reasons for these not-captured small-scale eddies. One such factor
is the presence of sharp terrain features that remain unresolved
by the simulation. In addressing this issue, it was important to
add resolved surface roughness. Surface roughness proved crucial,
demonstrating a comparable impact to increasing grid resolution
(not shown). Furthermore, the model does not account for small-
scale heterogeneities in the surface temperature of bare ground
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driving smaller-scale (and thus higher frequency) buoyant motion.
Another contributing factor could be an inadequate description
of inflow conditions. The model is forced by a logarithmic wind
profile scaled by a single measurement, which may not adequately
capture disturbances in the inflow, such as low-level jets. Finally,
the dimensions of the model domain itself influence the flow
by constraining the scale of motions within the simulation.
Our sensitivity analysis indicates that state-of-the-art SGS models
struggle to parameterize these intricate effects. Future work should
prioritize efforts to address and improve upon these limitations.
However, it is important to note that for our present study, further
reduction of grid spacing was unfeasible due to constraints imposed
by limited computational resources.

For the comparison of air temperature in Figure 3E, we
corrected the measured sonic temperature with the simultaneously
measured humidity according to Schotanus et al. (1983).The spectra
presented in Figure 3F indicate a similar mismatch between the EC
measurement and the simulation for f > 1Hz. However, for lower
frequencies, both spectra match well. This is also reflected by the
time series shown in Figure 3E. The magnitude of the fluctuations
seems very similar to the EC data. Not visible from the spectrum,
there is a positive temperature bias of ≈1 °C of the air temperature
extracted from the simulation. Different footprints can explain this
bias. The mean temperature used for forcing was recorded at the
height of 3.7 m at the AWS (cf. Figure 1). In contrast, the data shown
as the blue curve in Figure 3E was measured at ECT1.

In summary, the LES simulation demonstrates remarkable
capability in replicating the observed horizontal wind speed pattern
as measured by a high-frequency EC sensor. Moreover, the mean
vertical wind speed and the air temperature fluctuations agree well
with the measurements. However, for frequencies exceeding f >
1Hz, the simulation tends to underestimate the spectral energy
densities for w and T. We explain this discrepancy with the
strongly heterogeneous nature of the setting, which can not be fully
represented in fine detail by the model. Despite this limitation, we
maintain that the LES simulation yields realistic results suitable for
subsequent, semi-quantitative analyses.

4 Characterization of near-surface
boundary layer dynamics

4.1 Intermittent advection

In the following section, we aim to compare the LES simulation
results with data obtained from the IR screen setup as described
in Haugeneder et al. (2023). Our objective is to demonstrate the
model’s capability to resolve the dynamics of the near-surface
boundary layer accurately. In Haugeneder et al. (2024), the authors
describe the intermittent advection of warm air plumes from bare
ground over snow, a phenomenon successfully captured using the
IR screen setup.We extracted a two-dimensional slice perpendicular
to the cross-flow direction from the simulation data to facilitate
comparison with our simulations. This slice then shows an aerial
overview of the near-surface boundary layer similar to the IR
screen data.

We compare snapshots from the IR screen data (Figures 4B, D)
with snapshots from the slice of the LES simulation (Figures 4C, E)

in Figure 4. Furthermore, the video in the Supplementary Material
visualizes the temporal dynamics. For a better understanding of
the processes discussed in the following, we strongly encourage
the reader to watch it. In the second row, Figures 4B, C, we show
a snapshot taken when a plume of warm air was advected over
the snow patch. In both, measurement and simulation data, the air
temperature is the highest directly adjacent to the bare surface. The
plume ofwarm air reaches up to≈1mabove the surface at x = 0m. In
the measurement, the warm air reaches a few meters along the wind
direction over the snow surface. For x > 1m we detected a shallow
layer of cold air close to the snow surface. Further down wind,
this layer grows up to 0.5 m depth. The slice of the LES simulation
shows a very similar pattern:The plume of warm air reaches x ≈ 2m.
Similar to themeasurement, a layer of cold air is adjacent to the snow
surface. The layer seems to be slightly thicker than the measurement
for fetch distances x < 2m. At x = 3m it grows as observed from the
IR screen measurements. The plume of warm air displaces the cold
air layer from left to right.

In the simulation, the layer of cold air adjacent to the snow
surface appears to be more clearly separated from the air above. This
is especially obvious from the videos in the Supplementary Material.
You can see that in the simulation, the wind influences the growth
of this layer. However, especially at the leading edge of the snow
patch, the depth does not change as much over time as expected
from the measurements. This could be explained by vertical wind
speeds that are too low and, thus, insufficient vertical mixing. We
found from previous simulation runs that the vertical wind speed
is an important factor in determining the thickness of the cold air
layer in the simulation results.With an underestimated vertical wind
speed, there is insufficient vertical mixing to develop a deeper layer
of cold air. With a finer grid, we could increase the vertical wind
speeds near the surface. However, the fluctuations are still too low as
the reader can also see from the comparison in Figure 3C at 1.2 m
above the surface.

Just a few seconds after the advection of the warm air plume,
the boundary layer near the surface was distinctly colder, as
shown in Figures 4D, E. In the measurement, the layer of cold
air adjacent to the snow surface was deeper. Air is significantly
colder than in Figure 4C, but some slightly warmer plumes as
remnants of a previously advected plume detached from the surface,
are visible. A deeper layer of decoupled cold air adjacent to the snow
surface develops at the leading edge of the snow patch during more
quiescent conditions. The cold air even spreads over bare ground
because rising buoyant plumes further to the left lead to a local back-
flow close to the surface, sucking in cold air from over the snow.
The short time difference between the respective two snapshots
emphasizes the strong temporal heterogeneity of the near-surface
boundary layer apparent in both the simulation results and the
measurements.

The offset in absolute temperature between the measurement
and the simulation can be explained by the temperature forcing.
Using air temperatures measured at 3.7 m above the surface at the
AWS (see Figure 1), we do not expect a perfect match. The focus is
more on the temporal heterogeneity caused by local surface-driven
buoyancy effects. Based on the comparison of time series and spectra
between measurement and results, Figure 4 demonstrates that our
LES model setup is capable of resolving the measured pattern in the
dynamics of the near-surface boundary layer above the transition
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FIGURE 4
Comparisons of snapshots from measurements using the IR screen setup (Haugeneder et al., 2023) with snapshots from the LES simulations visualizing
intermittent advection. The data show along-wind slices through the near-surface boundary layer. The picture in (A) depicts the experimental setup for
the IR screen method, and the red frame indicates the excerpt shown in (B, D). (C, E) depict LES data. The wind blows from left to right across the bare
ground - snow transition which is at x = 0m. The surface appears as the white area at the bottom of the frames. (B, C) show the intermittent advection
of a plume of warm air, while (D, E) depict a calmer period.

from bare ground to snow. Furthermore, the above comparison
shows the value of visualization using the IR screen setup.

4.2 Buoyancy fluxes and stable internal
boundary layer growth

By employing EC sensors in the field, we can gather a
temporal sequence of data at specific locations. However, it is
difficult or even impossible to interpolate or extrapolate the data
to regions without sensors spatially. Especially very close to the
surface, within the lowest tens of centimeters, most traditional EC
sensors do not yield reliable results. Therefore, the data obtained
from the validated LES simulation presented in this study is
a powerful tool for investigating spatial properties of the near-
surface boundary layer. In the following, we investigate the spatial
pattern of median buoyancy flux and the growth of the SIBL
adjacent to the snow surface downwind of the transition from bare
ground to snow.

We therefore calculate the buoyancy fluxes at every grid point
of the along-wind slice taken out of the LES simulation. Figure 5A

shows the spatial pattern. For the interpretation, the reader should
keep in mind that the simulation tends to underestimate vertical
wind speeds and, thus, also buoyancy fluxes. The emphasis is here
on spatial patterns without claiming full quantitative accuracy. For a
median SIBL depth, we take the median of the buoyancy fluxes time
series at every grid point. We define the upper boundary of the SIBL
by the sign change of the buoyancy fluxes.Within the SIBL, negative
(downward) fluxes prevail. While above the SIBL the stratification
in our setting is unstable in accordance with positive (upward)
fluxes. Figure 5B depicts the diagnosed SIBL depth as a function of
fetch distance over snow, x. As a fit, we apply the commonly used
power law (Brutsaert, 1982)

hSIBL = c(
x

1m
)
b
.

We exclude the two drops in the diagnosed SIBL height around
x = 1.2m and x = 2.3m because at these positions, the shallow
SIBL is disturbed by the local topography. We discuss this effect
in the following passage. The parameters obtained from the least
squares fit are.

b = 0.47
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FIGURE 5
(A) Median buoyancy fluxes in an along-wind cross section through the flow. x = 0 marks the transition from bare ground to snow. (B) Diagnosed depth
of the stable internal boundary layer adjacent to the snow surface as a function of fetch distance over snow, x. The dashed orange line indicates a
power law fit (Brutsaert, 1982). The two blurred gaps at x = 1.5m and at x = 2.3m were excluded from the fit, since the very shallow SIBL there was
disturbed by the topography (see text for more details).

c = 0.13m.

Two different regimes immediately become obvious from
Figure 5A. Negative (downward) buoyancy fluxes prevail close to
the snow surface. In contrast, the rest of the domain exclusively
exhibits positive fluxes. The air heats up over bare ground and
is then intermittently advected over the snow surface. Along the
trajectory of the plumes, we detect the maximum positive buoyancy
fluxes, because warm plumes (T′ > 0) rise due to buoyancy (w′ > 0).
Above h = 1.5m the influence of surface-driven warm air advection
decreases and the positive buoyancy fluxes are weaker which
indicates the blending height. Above this height, flux differences
can not be clearly attributed to the surface heterogeneities anymore
but are already sufficiently mixed by the ambient flow. Close to the
snow surface, we see an effect of the artificial topography on the
buoyancy fluxes. On the downwind side of the local terrain height
maxima, pronounced negative fluxes develop. The small regions just
upwind of these maxima exhibit at least zero or slightly positive
fluxes. These differences can be driven by warm air sweeps. When
a wind gust advects warm air near the snow surface, the flow
follows the local topography. On the upwind side of local terrain
maxima w′ > 0 and T′ > 0→ w′T′ > 0, while behind the maxima
w′ < 0 and T′ > 0→ w′T′ < 0. The maximum negative values of the
buoyancy fluxes occur around the upper boundary of the cold air
layer visible in Figures 4C, E. The cold air layer grows with low
wind speeds until a wind gust replaces it with warmer air. These
sweep events lead to pronounced negative buoyancy fluxes. Further
downwind (x > 6m), the cold layer close to the surface is already
deep enough that the sweeps cannot reach down to the surface
anymore. Additionally, the air, initially heated up over bare ground,
has already cooled down so that the temperature heterogeneities are
not as pronounced as for smaller fetch distances over snow. The
resulting increased energy input at the leading edge of the snow
patch leads to accelerated melt described in previous experimental
studies (Mott et al., 2011; Schlögl et al., 2018a).

The SIBL depth depicted in Figure 5B can be nicely described
by the fit reviewed in Brutsaert (1982). At the very leading edge
(x < 0.4m) the grid spacing in the LES simulation seems to be

too coarse to properly resolve the turbulent scales leading to
the development of a shallow SIBL. However, the fit parameter
(7), determining the growth rate does deviate from previously
found values for step changes in surface roughness. Elliott (1958)
and Bradley (1968) (as reviewed by Brutsaert (1982)) report
typical values for neutral conditions of b = 0.7− 0.8. More recently
Granger et al. (2006) also investigated the SIBL growth adjacent
to snow downwind of a transition from bare ground to snow.
Depending on the roughness of the surface in the upwind
direction, they found values of b = 0.5− 0.62 and c = 0.18− 0.64,
which are just larger than the values of our fitting parameters.
However, Granger et al. (2006) compared air temperature upwind
and downwind of the transition to diagnose the SIBL depth.
They defined the upper SIBL boundary as the height above which
both profiles overlap, which is higher than the depth of the
(statically) stable layer. Consequently, we expect shallower SIBLs
with our definition. In fact, Granger et al. (2006) report SIBL depths
according to their best fits of hSIBL,Granger2006 ≈ 0.3m− 0.9m at a fetch
distance over snow of x = 2m, whereas our best-fit power law only
yields a SIBL depth of hSIBL = 0.18m. With the same temperature
profile modification approach to estimate the SIBL depth, Takahara
and Higuchi (1985) also suggest slightly deeper SIBLs.

4.3 Near-surface boundary layer for low
and high wind speeds

The results of the LES simulation are well suited to study
not only the median flow properties but also the influence of the
ambient wind speed on the near-surface boundary layer. In the
following, we examine how the near-surface boundary layer changes
during periods of low and high wind speeds. We therefore filter
the data using the wind speed at x = 0m, y = 3.0m, and h = 1.5m
after calculating all fluxes. The low wind speed class comprises
periods with the 20% lowest wind speeds. (≤20%-quantile). We
denote this class by “u ≤ u0.2”. On the contrary, the high wind speed
class contains the 20% highest wind speeds (≥80%-quantile). This
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FIGURE 6
Vertical profiles for two wind speed classes: The left column (a, c, e) contains data with the horizontal wind speed u below or equal to the
20%-quantile, the right column (b, d, f) data with u larger or equal to the 80%-quantile. (A, B) show profiles of the air temperature T, (C, D) of the
buoyancy flux w′T′, and (E, F) of the horizontal wind speed u. The solid lines indicate the median and the shaded regions the interquartile range (25% -
75%). We classified the data according to the wind speed after calculating the fluxes.

class is abbreviated by “u ≥ u0.8”. Therefore, both classes contain the
equivalent of 1 min data.

Figure 6 compares vertical profiles for both classes. The
temperature profiles in Figures 6A, B show a growing depth of
the statically stable layer close to the surface with fetch distance.
Furthermore, a dependency of its depth on the wind speed is
apparent. Higher wind speeds coincide with shallower statically
stable layers. For example, the depth difference at x = 2m between
the two wind speed classes is Δhssl,x=2m = 0.09m and at x =
10.5m Δhssl,x=10.5m = 0.30m. During periods of low wind, a deeper

layer over snow can cool down. In contrast, the high wind
speeds intermittently advect warm air from over bare ground
limiting the depth of the statically stable layer. The buoyancy
fluxes presented in Figures 6C, D support this observation. The
layer of negative buoyancy fluxes in line with statically stable
conditions close to the snow surface is deeper for low wind
speeds. Furthermore, during calm periods the median and the
25%-quantile of the buoyancy fluxes, especially at the leading
edge of the snow patch (x = 0.5m and x = 2m) indicate slightly
stronger negative fluxes. The energy from cooling the near-surface
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FIGURE 7
(A) Median buoyancy flux for the 20% lowest wind speeds and (B) the SIBL depth diagnosed from it together with a fit of (6). (C) Median buoyancy flux
for the 80% highest wind speeds and (D) the SIBL depth diagnosed from it with a fit of (6). We neglected the blurred parts of the diagnosed SIBL depth
similar to Figure 5.

air during calm periods is transferred to the snow surface. When
the snow is already at 0°C, the additional energy is available
for melt.

Layers of different stability also leave their footprints in the
profiles of the horizontal wind speed shown in Figures 6E, F. During
the quiescent periods the profile at x = 10.5m shows a kink at the
upper boundary of the SIBL. With high wind speeds, the flow
accelerates above the SIBL and forms a jet.Thedecoupled stable layer
adjacent to the surface seems to act like a nozzle to the flow aloft.The
effect is similar to the speed up of wind above ridge crests at larger
scales such as demonstrated in Reynolds et al. (2023).

To further study the heat transfer, especially close to the surface,
where reliable measurements are challenging, Figure 7 shows
buoyancy fluxes and diagnosed SIBL depths for low and high wind
speeds. The setup for each wind speed class is similar to Figure 5. In
line with the discussion of the profiles above, we can directly see that
the layer of negative fluxes adjacent to the snow surface, the SIBL, is
deeper for low wind speeds. The power-law fit yields a SIBL depth at
x = 10m of hSIBL,u≤u0.2

= 0.41m for low wind speeds and hSIBL,u≥u0.8
=

0.32m for high wind speeds. Shallower SIBLs with higher wind
speeds are in contrast to the findings ofMott et al. (2013). Analyzing
field data, they associate deep SIBLs with high wind speeds through
enhanced generation of shear turbulence. Also, Granger et al. (2006)
investigated the SIBL growth in dependency of the Weisman
horizontal stability parameter (Weisman, 1977). Their Figure 8

indicates, that with increased shear, i.e., generated by higher wind
speed, shallower SIBLs develop, which is in accordance with our
findings.

We see from Figure 7 that the buoyancy fluxes within the SIBL
are spatially heterogeneous. There are regions with pronounced
negative buoyancy fluxes next to regions with positive fluxes.
Especially during periods of high wind speeds (Figure 7D), sharp
transitions between these regions of fluxes with opposite signs are
apparent. This horizontal flux divergence seems to be driven by an
interplay of the local wind field with the topography. It points to the
fact that the SIBL, and the atmospheric layer adjacent to the snow
patch generally, is spatio-temporally highly heterogeneous.

In order to also explore the influence of air temperature on
the growth of the SIBL, we conducted further analysis. However,
we found that near-surface air temperatures had negligible effects.
We provide a figure showing the SIBL growth for low and high air
temperatures (similar to Figure 7), along with a brief analysis, in the
supplement.

5 Conclusions, limitations, and
outlook

In the present study, we set up a centimeter-resolution large
eddy simulation to model the near-surface atmospheric flow across
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an idealized transition from bare ground to snow. We force the
inflow-outflow model with high-frequency eddy covariance data
recorded during a comprehensive field campaign in patchy snow
conditions. Validation with independent high-frequency data shows
that the model can reasonably reproduce horizontal wind speed
and energy density spectra. However, the model lacks vertical
motion and some high-frequency air temperature fluctuations as
captured by the measurements. Sensitivity analysis indicates that
this disparity may stem from the cell size. Within this highly
heterogeneous setting, some energy-containing eddies appear
smaller than the chosen horizontal grid spacing of 4 cm. We explain
this for the following reasons: (1) artificially smoothed surface,
(2) insufficient inflow description and (3) restriction of large-scale
motions through the model domain dimensions. As our sensitivity
analyses indicate, even state-of-the-art subgrid-scale models cannot
adequately parameterize these effects on the centimeter scale.
Vertical exchange is a crucial factor determining the structure of
the near-surface atmosphere. The lack of representation by our
model might lead to an underestimation of the SIBL depths and
points to the need for improvements. However, we think that semi-
quantitative analyses as presented above still offer valuable insights
into the SIBL dynamics. Furthermore, themodel adeptly reproduces
flow features observed using measurements with a thermal infrared
camera pointing at vertically deployed thin synthetic screens.
It accurately depicts buoyant plumes of warm air intermittently
detaching from the bare ground and being transported over the
snow surface. This process is highly dynamic with time scales of
only a few seconds. In addition, the simulation results enable us
to investigate the growth of a thermal stable internal boundary
layer (SIBL) adjacent to the snow surface. We show that the
upper boundary of the SIBL can be well described by a power
law as suggested by the literature. Moreover, by distinguishing
quiescent periods from periods with higher wind speeds, we
can show that the wind speed influences the growth of the
SIBL. A slightly deeper SIBL can develop with low wind speeds,
while higher wind speeds limit its growth. The results also show
that the buoyancy fluxes are spatially heterogeneous and driven
by terrain roughness even within the lowest layer adjacent to
the surface.

Our simulations suggest two further research directions: First,
using a finer grid could improve the representation of small-
scale turbulence near the surface, especially vertical exchange.
This could be achieved by nesting a smaller-domain DNS within
the current LES setup to focus on the atmosphere adjacent to
the surface. Second, extending the domain with a coarser grid
is crucial for developing a physically grounded parameterization
of atmospheric processes over highly heterogeneous surfaces.
Incorporating actual snow cover distributions as a lower
boundary condition helps to quantify the energy exchange
between snow and atmosphere on a larger scale spanning
tens to hundreds of meters. These scales align with those
typically employed in state-of-the-art regional-scale numerical
weather models, enabling direct comparisons between the two
modeling estimates. The obtained results may be relevant not
only for snow hydrological modeling but also for enhancing the
performance of atmospheric models.
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