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Mass changes in the hydrosphere represent an important contributor to polar
motion (PM) variations, especially at seasonal time scales (i.e., annual and
semiannual). Although well studied, hydrological angular momentum (HAM)
remains a major source of uncertainty in estimating PM excitation. In this
work, we use a large number of climate models from the sixth phase of the
Coupled Model Intercomparison Project (CMIP6) to determine HAM series
both from individual models and their combination, formed with a multi-
model mean, a weighted mean, and a three-cornered hat (TCH) method. The
CMIP6-based HAM series are analysed in several spectral bands and evaluated
with a reference hydrological signal in geodetically observed PM excitation
(GAO). HAM determined from CMIP6 were also compared to HAM calculated
from Gravity Recovery and Climate Experiment (GRACE) measurements. We
find that while climate models do not allow for reliable estimation of non-
seasonal changes in HAM, they can help interpret seasonal variability. For annual
prograde and semiannual retrograde oscillations, several combined CMIP6-
based series exhibit higher amplitude and phase consistency with GAO than the
corresponding series computed from GRACE data. Whether one uses a simple
average of the models, a weighted average, or a combination of models from
the TCH method has little impact on the resulting HAM series and their level
of agreement with GAO. Our study advances the understanding of hydrological
signal in Earth’s rotation at seasonal time scales.

KEYWORDS

CMIP6, terrestrial water storage, hydrological angular momentum, polar motion
excitation, GRACE

1 Introduction

The distribution of masses of atmosphere, ocean, terrestrial hydrosphere, and
cryosphere is constantly changing. These dynamic processes, combined with movements
in the solid part of the Earth, give rise to fluctuations in the Earth’s rotation (Munk and
MacDonald, 1960). The changes in the position of the Earth’s rotation axis relative to the
surface, known as polar motion (PM), can be represented by two coordinates, xP and
yP. By studying PM variations through geodetic observations and geophysical models,
we can gain insight into processes and interactions occurring within the Earth system.
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The primary contributors to changes in PM are attributed
to the atmosphere, including winds and surface pressure (e.g.,
Barnes et al., 1983; Chao and Au, 1991; Gross et al., 2003),
and the oceans, involving ocean bottom pressure and currents
(Wahr, 1983; Dickey et al., 1993; Ponte et al., 1998; Gross et al.,
2003). Barnes et al. (1983) and Brzeziński (1992) introduced
the concept of effective angular momentum (EAM) functions,
which consist of two equatorial components (χ1, χ2) and one
axial component (χ3), to describe the Earth’s rotation variations.
These EAM components have geophysical interpretations and
can be derived from models, data or syntheses thereof. The
four EAM functions—atmospheric angular momentum (AAM),
oceanic angular momentum (OAM), hydrological angular
momentum (HAM), and cryospheric angular momentum
(CAM)—are contingent on their corresponding physical
phenomena affecting PM, specifically, mass transport within the
atmosphere, oceans, continental hydrosphere, and cryosphere.
While the contributions of AAM and OAM have been widely
analysed and are well described in previous studies (Ponte et al.,
1998; Gross et al., 2003; Dobslaw et al., 2010; Quinn et al., 2019;
Börger et al., 2023), the roles of HAM and CAM remain far from
fully understood.

Recent studies on this topic have focused on determining HAM
from either measurements of the Earth’s gravity field variations
delivered by the Gravity Recovery and Climate Experiment
(GRACE) and its follow-on mission (GRACE-FO) (Jin et al., 2010;
Cheng et al., 2011; Seoane et al., 2012; Meyrath and van Dam,
2016; Göttl et al., 2019; Nastula et al., 2019) or from global models
of the continental hydrosphere (Chen et al., 2000; Chen et al.,
2005; Brzeziński et al., 2009; Wińska et al., 2017; Nastula et al.,
2019). However, these studies indicate that HAM series derived
from various types of data differed noticeably, primarily in
terms of the amplitudes of individual oscillations. These papers
also showed that of the various oscillations present in HAM,
seasonal signals (mainly annual and semi-annual) are the most
accurately determined. It has also been shown that compared
with the modelled HAM, HAM derived from GRACE/GRACE-
FO exhibited higher consistency with the hydrological signal in
geodetically observed PM excitation (geodetic residuals, GAO)
(Nastula et al., 2019; Śliwińska et al., 2019). However, despite its
uniqueness and high measurement accuracy, satellite gravity data
have some drawbacks, such as the length of the data record
(from 2002 to the present, with a 1-year gap between the end of
the GRACE operation and the launch of the GRACE-FO). The
relatively short observation period poses challenges in studying
long-term changes in PM excitation, such as the influence of
decadal climate change effects in Earth’s subsystems on this process
(Adhikari and Ivins, 2016).

Free-running climate models, integrated for centuries with
natural and anthropogenic forcing, represent an alternative route
for determining HAM. Climate models are fundamental for
scientists to comprehend historical and potential future climate
alterations. These models replicate the complex interplay of
atmospheric, terrestrial and oceanic physics, chemistry, and biology
(Taylor et al., 2012). A large number of climate models are stored
and made publicly available in the frame of the Coupled Model
Intercomparison Project (CMIP) (Eyring et al., 2016a). The newest
release of this initiative, CMIP Phase 6 (CMIP6), represents a

substantial expansion over its previous versions in terms of the
number ofmodelling groups participating in the project, the number
of models registered, the number of future scenarios examined,
and the number of different experiments conducted (Eyring et al.,
2016a; Eyring et al., 2016b; Eyring et al., 2016c). CMIP6 products
can be used in many scientific applications, including studying past,
present, and future changes in water storage around the world.
However, CMIP6 models are subject to the same limitations as
hydrological models and represent broadband (i.e., non-seasonal
and interannual variability) only in a statistical sense, given the lack
of data constraints. Moreover, in contrast to GRACE/GRACE-FO
estimates, they do not provide comprehensive information on all
terrestrial water storage (TWS) components. In particular, there is a
lack of representation of groundwater storage and ice mass changes
in the polar regions.

Previous studies have mainly used climate data from CMIP
to study past and future climate changes and their impact on
various natural, economic, and social factors (Tokarska et al., 2020;
Lalande et al., 2021; Cos et al., 2022). Some authors have also
utilised climate data to analyse TWS variations over various
areas (Freedman et al., 2014; Jensen et al., 2019; Jensen et al., 2020a;
Jensen et al., 2020b ; Wu et al., 2021). However, there are hardly any
studies that have applied CMIP6-based TWS for deriving HAM.
One of the initial endeavours in this directionwas our previous work
(Nastula et al., 2022), where we examined HAM computed from
a number of models derived from CMIP6. The main objective of
that study was to check whether the latest climate models provide
realistic data to determine HAM. We analysed 99 single CMIP6
historical models. We assessed the quality of the computed CMIP6-
based HAM in various spectral bands by comparing them with
GAO. We attempted to identify one or more CMIP6 individual
models that would be most suitable for HAM analyses. However,
it was found that the model choice was ambiguous and dependent
on many factors, such as the analysed component of the excitation
function, spectral range, or period.

The objective of the current study was to explore whether
grouping or combining various climate models can improve the
consistency between CMIP6-based HAM and GAO. Combining
multiple models is a common practice in climate studies
(Freedman et al., 2014; Jensen et al., 2019; Grose et al., 2020;
Kim et al., 2020). It is advisable for users of CMIP6 data to utilize an
ensemble of models, as there is no single optimal climate model. An
ensemble considers the model uncertainty in projections and yields
more reliable climate forecasts (Parsons et al., 2021).

We investigated groups of CMIP6 outputs formed using the
multi-model mean, the weighted mean of selected models, and
the more sophisticated three-cornered hat (TCH) method. We
compared combined CMIP6-based HAM series with outputs from
GRACE and from the Land Surface Discharge Model (LSDM),
which is one of the most reliable hydrological models used in
PM excitation analysis (Dill, 2008; Dill et al., 2009; Śliwińska et al.,
2020). We focused on analysing the energic seasonal oscillations
in HAM. These signals can be more precisely determined from
both observations and models compared with non-seasonal
changes, which usually have smaller amplitudes and are more
challenging to accurately determine with numerical models
(Brzeziński et al., 2009).
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Research on the influence of the terrestrial hydrosphere on PM
excitation is an important issue in modern geodesy. PM coordinates
belong to Essential Geodetic Variables (EGVs), which are observed
variables fundamental for describing the geodetic properties of the
Earth and are essential to maintain geodetic observations (Gross,
2022). EGVs are key for determining the shape of the Earth, its
orientation in space, and changes in its gravitational field. They
are also crucial in defining and implementing reference systems as
well as in precise positioning and navigation. Since the coordinates
of PM are an essential ECV characterizing the orientation of
the Earth and are subjected to constant disturbances from
various phenomena, their continuous monitoring using geodetic
measurement techniques, as well as understanding the sources of
disturbances in the PM, is one of the key tasks of modern geodesy. It
was discovered that the alterations in large-scale global wet and dry
patterns in TWS accounts for the decadal changes in PM (Adhikari
and Ivins, 2016). Therefore, the historical geodetic measurements of
PMcould potentially provide insights into the severity, duration, and
global extent of wet and dry periods, holding important implications
for understanding climate change in the 21st century.

On the one hand, climate models can serve as an additional
source of data when interpreting PM changes in the absence of
observational data. In particular, CMIP6 data allow for the analysis
of future changes in PM. On the other hand, validating climate
models based on their comparison with GAO will help identify the
most reliable models, which can then be used to study the impact of
climate change on PM excitation.

The remainder of this paper is organised as follows: Section 2.1
outlines the data and methods we applied to compute GAO.
Section 2.3 contains the description of data and methods used to
determine HAM. Detailed explanations of the methods employed
for grouping the CMIP6-based data are provided in Section 2.3.
Section 3.1 presents a comparison of various HAM series, while
Section 3.2 focuses on selecting the most appropriate clustered
CMIP6 models for analysing HAM in the seasonal spectral band.
Finally, Section 4 summarises the results and provides conclusions.

2 Materials and methods

2.1 Hydrological signal in observed PM
excitation

Geodetic excitation functions of the PM can be determined
from the observed pole coordinates (xP, yP) as measured with space
geodetic techniques. To derive excitation functions from observed
xP and yP values, the Liouville equation (Vicente and Wilson, 2002)
can be used to convert xP, yP into equatorial components (χ1, χ2)
of geodetic angular momentum (GAM). These GAM components
should thus be interpreted as the excitation necessary to change the
motion of the Earth’s rotational axis in accordance with observations
made by space geodesy. GAM can be compared to EAM functions
(sum of AAM, OAM, and HAM) derived from geophysical models
of the atmosphere, oceans, and hydrosphere.

Typically, the hydrological signal in GAM can be isolated by
removing the contributions of the atmosphere and ocean (e.g.,
Jin et al., 2010; Nastula et al., 2019) to obtain the GAO. In our
previous research (e.g., Wińska et al., 2017; Śliwińska et al., 2019;

Nastula et al., 2022), the GAO was estimated by subtracting the sum
of AAM and OAM from GAM:

GAO = GAM −AAM −OAM (1)

The resultingGAO seriesmainly reflects the hydrological signals
in PM excitation but also solid-Earth-related signals from glacial
isostatic adjustment (GIA). Additional residual oceanic signals in
GAO arise from (1) barystatic sea level changes due to freshwater
transfer into the ocean, and (2) ocean gravitational attraction
and loading (“sea level fingerprints,” Adhikari and Ivins, 2016).
The impact of such variations on PM excitation can be described
with sea-level angular momentum (SLAM) (Dill, 2008). SLAM
primarily accounts for the global distribution of hydrological
and atmospheric excess mass, which is dispersed into the ocean
(Dill and Dobslaw, 2019; Dobslaw and Dill, 2019). Additionally, it
encompasses the gravitational impact of loading and self-attraction
that influences ocean sea levels. The SLAM series developed
by Deutsches GeoForschungsZentrum GFZ are calculated from
the global patterns of atmospheric and terrestrial water storage
masses, utilizing the sea-level equation (Tamisiea et al., 2010)
for calculation. For this purpose, the European Center for
Medium–Range Weather Forecasts (ECMWF) model for the mass
of the atmosphere and the LSDM model for the mass of the
hydrosphere were utilized. SLAM ensures the equilibrium of global
mass within the model system, maintaining a constant sum of the
total mass across all four distinct EAM components (AAM, OAM,
HAM, and SLAM) at any time.

GRACE- and model-based HAM are free of GIA and SLAM
signals. For GRACE-based HAM, we eliminated all the signals
related to the oceans by applying a zero mask over the ocean
areas (see Section 2.2).The post-glacial rebound effect fromGRACE
data is usually removed by computing centres providing GRACE
Level-3 data. An appropriate glacial isostatic adjustment (GIA)
model is used for this purpose. Hydrological models only provide
information on mass changes over continents, so there is no need to
separate GIA or ocean-related signals. While retaining GIA within
GAOsolely impacts the trends in these series, which are not analysed
here, retaining SLAM within GAO could potentially lead to an
increased standard deviation of the series. Therefore, in this study,
we modified Eq. 1 to additionally remove signals related to the
SLAM and GIA from GAO:

GAO = GAM −AAM −OAM − SLAM −GIA (2)

AAM,OAMand SLAMdata used in this study to compute GAO
according to Eq. (2) were provided by Earth SystemModelling group
at GFZ (ESMGFZ), while GIA model was provided by Peltier et al.
(2018). SLAM estimate used for GAO calculation is determined
from the ECMWF reanalysis pressure and LSDM mass changes
over land. We acknowledge that the comparison between GAO and
CMIP6-based HAM might favour those CMIP6 models that exhibit
similar atmospheric and hydrological mass changes as the models
used by ESMGFZ (ECMWF and LSDM, respectively). Although
beyond the scope of this work, calculating SLAM estimates for each
CMIP6-based HAM series could improve the consistency between
GAO and HAM. It should be recalled that the choice of AAM and
OAM models for GAO computation is also important. Utilizing
AAM and OAM data from ESMGFZ to calculate GAO yields
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TABLE 1 Summary of datasets used for GAO computation.

Series Data description and source Original temporal resolution

GAM χ1 and χ2 components of GAM based on time series of
Earth Orientation Parameters EOP 14 C04 solution
computed by the International Earth Rotation and
Reference Systems Service (IERS) Earth Orientation

Centre (http://hpiers.obspm.fr/eop-pc/)

24 h

AAM χ1 and χ2 components of AAM based on the European
Center for Medium–Range Weather Forecasts

(ECMWF) model Dobslaw et al. (2010), and provided
by GFZ (http://rz-vm115.gfz-potsdam.de:

8080/repository)

3 h

OAM χ1 and χ2 components of OAM based on Max Planck
Institute Ocean Model (MPIOM) Jungclaus et al.

(2013), and provided by GFZ (http://rz-vm115.gfz-
potsdam.de:8080/repository)

3 h

SLAM χ1 and χ2 components of SLAM obtained by globally
integrating masses in the LSDM and ECMWF models
and provided by GFZ (http://rz-vm115.gfz-potsdam.

de:8080/repository)

24 h

GIA GIA correction to the χ1 and χ2 components of GAO
computed based on trend rates of C21, S21 coefficients
of geopotential from the ICE-6G_D model provided
by Peltier et al. (2018) (https://www.atmosp.physics.

utoronto.ca/∼peltier/data.php)

NAa

athis data represents a single trend rate value (change of C21, S21 coefficients per year).

consistent results with GRACE-based HAM estimations, because
both GRACE atmosphere and ocean dealiasing data and ESMGFZ
excitation functions are based on the same inputmodels.TheLSDM-
based HAM series by GFZ maintains the mass balance between
all EAM components (AAM, OAM, HAM, SLAM). However, this
consistency is not preserved for CMIP6-based HAM. A possible
solution would be to use CMIP6 variables for atmospheric pressure,
winds, ocean bottom pressure and currents to calculate our EAM
functions ourselves. However, not all CMIP6 outputs used in our
work have such data. A summary of data used to calculate the GAO
series is given in Table 1.

Before computing GAO, all the series were filtered using a
Gaussian filter with full width at half maximum (FWHM) equal to
60 days and interpolated into the same time interval (i.e., between
January 2003 and January 2014) to maintain consistency with the
CMIP6-based and GRACE-based HAM series.

2.2 Hydrological angular momentum
estimates

To calculate the equatorial components (χ1, χ2) of the HAM
from TWS distribution, we employed the following formulas (as
described by Barnes et al., 1983; Eubanks, 1993):

χ1 = −
1.0966R2

e

C −A
∬TWS(φ,λ, t) sin φcosφcosλdS (3)

χ2 = −
1.0966R2

e

C −A
∬TWS(φ,λ, t) sin φcosφsinλdS (4)

where TWS(φ,λ, t) is the change in water storage (kg/m2); (φ,λ, t)
are latitude, longitude, and time, respectively; R2

e is the square
of the Earth’s mean radius; dS is the surface area; and C and A
are the Earth’s principal moments of inertia. The factor 1.0966
accounts for yielding of the solid Earth to surface load, rotational
deformation, and core-mantle decoupling. The above formulas can
be applied to TWS obtained from either numerical models or
GRACE/GRACE-FO data.

To determine TWS from CMIP6 outputs, we utilised two
variables: snow water equivalent, representing the equivalent
amount of liquid water stored in the snow cover, and soil water
storage, which includes water in all phases for all soil layers. By
summing up these two variables, we obtained CMIP6-based TWS.

It should be kept in mind that the CMIP6 models are not
homogeneous in terms of spatial and temporal resolution, the period
for which data are available, and the number of files for each
variable. Therefore, the input CMIP6 variables require preselection.
For the purpose of this study, multiple files for a single variable at
different time intervals were merged into a single extended output.
We focused on the period between 2003 and 2014, excluding any
models for which there was incomplete data coverage during this
period.This resulted in the inclusion of 99TWSfields fromhistorical
CMIP6 models with varying spatial resolutions, which were then
interpolated into regular 1° grids.

As a comparative dataset, we used TWS from the GRACE
Level-3 release-6 (RL06) solution provided by the Center for
Space Research (CSR). The CSR RL06 solution has been shown to
have the highest consistency between HAM and GAO at seasonal
and non-seasonal time scales (Śliwińska et al., 2021). Level-3 data
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TABLE 2 List of combined HAM series used in the analyses, number of single models used for combination, values of STD in the group of the input HAM
series, and STD of the combined HAM series. The STD values were computed after removing trends.

Method of
combination

Name of
series

Number of
models in a
combination

STD in the group of
input HAM series

STD of combined
HAM series

χ1 (mas) χ2 (mas) χ1 (mas) χ2 (mas)

Single HAM series GFDL 1 6.03 11.22 6.03 11.22

Mean of the HAM series
computed using models
provided by one institute

ACCESS M 5 11.13 11.53 3.78 6.16

BCC M 6 3.28 3.40 2.49 1.92

CanESM5 M 5 7.00 6.48 6.37 3.70

GISS M 52 5.08 4.43 3.73 1.80

MIROC M 12 7.93 9.16 4.47 5.49

MPI M 12 6.74 6.30 5.98 4.17

MRI M 6 5.35 5.36 3.78 2.88

TCH combination of
HAM series computed
using models provided

by one institute

ACCESS TCH 5 11.13 11.53 4.06 5.88

BCC TCH 6 3.28 3.40 2.52 1.87

CanESM5 TCH 5 7.00 6.48 6.62 3.90

GISS TCH 52 5.08 4.43 3.73 1.77

MIROC TCH 12 7.93 9.16 4.43 5.59

MPI TCH 12 6.74 6.30 6.39 4.11

MRI TCH 6 5.35 5.36 3.75 3.00

Mean of the HAM series
computed using all the

models

ALL M 99 6.23 6.20 3.79 1.93

HAM series computed
using the mean TWS
from all the models

ALL TWS M 99a N/A N/A 3.77 1.91

The weighted mean of
the HAM series

computed using all the
models

ALL WM 99 6.23 6.20 3.82 2.04

TCH combination of
HAM series computed
using all the models

ALL TCH 99 6.23 6.20 3.35 1.87

aIn this case, averaging was performed at the TWS maps stage rather than on the HAM series.

processing at CSR involved filtering with a 300-km Gaussian filter
and implementing various corrections. These include removing
the non-tidal atmospheric and oceanic impacts through the use
of atmosphere and ocean dealiasing (AOD) data, considering the
effects of post-glacial rebound by implementing a GIA model,
replacement of the C20 spherical harmonic (SH) coefficient with the
more accurate estimate provided by the satellite laser ranging (SLR)
technique, the addition of degree-1 SH coefficients (notmeasured by
GRACE), and truncation of SH coefficients at degree 60 (Bettadpur,
2018). It is important to mention that GRACE-based TWS grids

contain data for both land and ocean areas. To focus only on data
from continents, we utilised GRACE-based grids of TWS anomalies
with a mask over the oceans to eliminate all oceanic signals. This
operationwas not neededwhen applying the climatemodels because
the CMIP6-based variables used in this study include information
for continental areas only.

In addition, we compared the CMIP6- andGRACE-basedHAM
series with HAM computed from LSDM and delivered by GFZ
(Dill, 2008; Dill et al., 2009; data are available at the GFZ website:
http://rz-vm115.gfz-potsdam.de:8080/repository). The HAM series
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FIGURE 1
The χ1 (left) and χ2 (right) components of the HAM series: mean and combined HAM series computed for each group designated according to the
providing institute (A–N), mean and combined HAM series computed from all single 99 models (O, P), and HAM series computed from the single GFDL
model (Q, R). Each combined series was contrasted with the range between minimum and maximum, which was determined on the basis of the input
series used for the combination.
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FIGURE 2
Spectra of complex components (χ1+iχ2) of GAO and HAM computed from GRACE, LSDM, and grouped CMIP6 models: for prograde term computed
in a broadband with a 60–1000-day cut-off (A), for retrograde term computed in a broadband with a 60–1000-day cut-off (B), for prograde term
computed in a broadband with a 60–200-day cut-off (C), and for retrograde term computed in a broadband with a 60–200-day cut-off (D).

derived from LSDM reflects the impact of not only soil moisture
and snow water on PM excitation but also surface water (rivers,
lakes, and wetlands), shallow groundwater, and water flows in
rivers and aquifers (Dobslaw et al., 2010).We have previously shown
(Śliwińska et al., 2020) that LSDM-based HAM can capture the
amplitudes of annual oscillations in the GAO very well.

2.3 Grouping CMIP6 models

Through the application of Eqs 3, 4, we obtained 99 time
series of χ1 and χ2 components of the CMIP6-based HAM. The
common practice in climate research is to study ensembles of
models rather than their individual realisations (Jensen et al., 2020b;
Grose et al., 2020). In this study, we adhered to the standard practice
by examining representations of various ensembles of CMIP6-based
HAM. We considered two methods of forming groups of models,
based on which the combined series were determined (see details
in Table 2):

1. Creating groups according to the institutes that developed
the models which were then named after the names of the
institutes, i.e., ACCESS, BCC, CanESM5, GISS, MIROC, MPI,
and MRI;

2. Assigning all the 99 CMIP6-based HAM series to one group
referred to as ALL.

The HAM series determined based on the GFDL model
constitute a distinct category because only one model from the
GFDL group contained data for the entire 2003–2014 period.

First, for each group of CMIP6-based HAM series formed
according to institute, we calculated the mean of the series from a
given institute (M). We then applied the TCH method to develop
more complex combinations within groups of institutes. The TCH
method enables an estimate of the variance of the individual noise
in each series while considering specific assumptions about the
correlations between these internal noises. Here, we applied a
generalised TCH method, which does not assume zero correlation
between the tested series, following the work of Börger et al. (2023),
Koot et al. (2006) and Quinn et al. (2019). In general, exploiting
the TCH method in combining series reduces the noise within
the HAM series (Śliwińska et al., 2022). The detailed description of
the TCH method together with relevant equations are given in the
Supplementary Material.

We then calculated the combined HAM from all 99 analysed
CMIP6 models using the mean and TCH method (ALL M and
ALL TCH). In addition, we included the weighted average of HAM
computed from all 99 models (ALL WM as a weighted mean of
99 single CMIP6-based series). The weights were computed as the
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FIGURE 3
χ1 (A) and χ2 (B) components of seasonal oscillation in GAO and HAM computed from GRACE, LSDM, and grouped CMIP6 models. For better visibility,
the series are shifted relative to each other by adding a bias of 10 mas.

FIGURE 4
χ1 (A) and χ2 (B) components of non-seasonal long-term variations (with periods longer than 720 days) in GAO and HAM computed from GRACE,
LSDM, and grouped CMIP6 models. For better visibility, the series are shifted relative to each other by adding a bias of 10 mas.
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FIGURE 5
χ1 (A) and χ2 (B) components of non-seasonal short-term variations (with periods shorter than 720 days) in GAO and HAM computed from GRACE,
LSDM, and grouped CMIP6 models. For better visibility, the series are shifted relative to each other by adding a bias of 10 mas.

inverse of the squared standard deviation of differences between
GAO and the CMIP6-based HAM series.

It is worth noting that our averaging was performed at the
level of the HAM series, which means that we first determined
the HAM series based on TWS maps from individual models.
Then, we calculated the combined HAM based on a single
HAM series. To check the potential impact of the stage of
averaging within the process on the combined HAM obtained,
we also performed averaging one step earlier (at the TWS maps
stage) and before calculating HAM. To achieve this, we first
computed the average TWS map from the 99 CMIP6-based TWS
maps and consequently determined a single combined HAM
series–ALL TWS M.

In total, we obtained 19 HAM series and the groups of CMIP6
models formed according to the providing institute are not equal
in number (see Table 2). The GISS group contains the largest
number of members (52 single models), whereas CanESM5 and
ACCESS have five members each. The application of the criteria
established during pre-selection resulted in only one model in the
GFDL group.

The method of combining series does not have a noticeable
impact on the STD of each series as mean HAM computed using
the average of models from one institute and the corresponding
combined HAM obtained from the TCH method (e.g., BCC M
and BCC TCH) have similar STD values (Table 2). The stage at
which the results are averaged also has no visible impact on the
combined result because the ALL M and ALL TWS M series have
almost identical STD values. Comparing the STD values among the
groups shows that the most diverse group of models is ACCESS
(STD in the group is equal to 11.13 and 11.53 mas for χ1 and χ2,

respectively), despite this group being one of the smallest (consisting
of only five individual models). In turn, GISS M models, which
make up a group of 52 models, are highly similar to each other
(STD in the group is equal to 5.08 and 4.43 mas for χ1 and χ2,
respectively). Comparison of the STD of the resulting combined
HAM series proves that in the case of χ1, the highest STD is observed
for CanESM5 M, CanESM5 TCH, and MPI TCH (STD higher
than six mas), while for χ2, the highest STD is for ACCESS M
(STD above six mas).

Figure 1 shows the time series of all combined CMIP6-based
HAM series analysed in this study, together with the range between
minimum and maximum, which was determined on the basis of
the input series used for the combination. Specifically, Figures
1A–N depict series grouped according to the providing institute
determined either as a simple mean or as a combination from
the TCH method. In Figures 1O, P, we present a comparison of
combined HAM series derived from all individual CMIP6 models
using four methods (simple mean (ALL M), weighted mean (ALL
WM), TCH (ALL TCH), and HAM from mean TWS (ALL TWS
M)). Furthermore, Figures 1Q, R include a standalone HAM series
obtained from a single GFDL model.

Figure 1 demonstrates that the spread of results relative to the
mean value does not seem to depend on the number of members in
themodel groups and ismost pronounced for theMIROC,ACCESS,
and GISS ensembles. It is also evident that both the calculation
of the average and the combination of models using the TCH
method yield a similar pattern for the determined series, except for
ACCESS-based HAM, where both methods result in differences in
the trend. Interestingly, in the case of MPI and CanESM5, there is
a greater spread of results relative to the mean for the χ2component
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FIGURE 6
Standard deviation of χ1 and χ2 components of GAO and HAM computed from GRACE, LSDM, and CMIP6 models for seasonal (A, B), non-seasonal
short-term (C, D) and non-seasonal long-term (E, F) oscillations.

compared with the χ1component. Series computed as combinations
from all models provided by all institutes are characterised by small
amplitudes, which is likely to be because HAM series from all 99
models were averaged and thus the resulting combined series are
relatively flat.

3 Results

3.1 Comparison of GAO and HAM series in
various spectral bands

In this section, we analyse all CMIP6-based HAM series and
compare them with GAO, GRACE-based HAM, and LSDM-based
HAM. Figure 2 shows the amplitude spectra of all HAM series and
the GAO series. These spectra provide insights into the distribution
of amplitudes of particular oscillations in both prograde (counter-
clockwise) and retrograde (clockwise) components of the series. To
obtain these spectra, the Fourier transform band pass filter (FTBPF)
method (Kosek, 1995) was applied to complex components (χ1+iχ2)

of the HAM and GAO series. The spectra are dominated by the
annual oscillation (Figure 2). Applying the average and the advanced
TCH combinationmethod to theHAMseries obtained fromCMIP6
yields nearly identical results. Some variations in amplitudes can
be observed among spectra obtained from the various CMIP6
inputs. The annual oscillation in GAO (both for the prograde
and retrograde terms) generally has a larger amplitude than the
CMIP6-based series. It should be noted that in the spectra obtained
from GAO, GRACE, and LSDM data, the annual retrograde
component predominates over the prograde annual component;
however, the opposite relationship is observed in the case of spectra
obtained from CMIP6 data: the annual prograde component has
larger amplitudes than the annual retrograde component. For the
semiannual oscillations, the amplitudes of the prograde term for all
HAM series are smaller than those of the GAO series. In the case
of the semiannual retrograde part, the oscillation peak for GAO is
shifted relative to all of the other series. In the spectra obtained from
climate models, a very weak terannual oscillation is also observed.

We next compare HAM series in seasonal and non-seasonal
spectral bands. The time series of seasonal variations, comprising
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FIGURE 7
Correlation coefficients (Corr) between GAO and HAM computed from GRACE, LSDM, and CMIP6 models for seasonal (A, B), non-seasonal short-term
(C, D) and non-seasonal long-term (E, F) oscillations.

a combination of annual, semiannual, and terannual oscillations
obtained through least-squares fitting to the detrended series, are
shown in Figure 3. All the considered series contain seasonal
signals with the smallest amplitudes in the case of HAM computed
from the BCC and MRI models (Figure 3). The variability of the
seasonal oscillation is smaller in the χ2 component than in the χ1
component for HAM obtained from GISS, CanESM5, MPI, and
ALL. In contrast, the opposite situation is apparent for seasonal
changes observed in GAO, GRACE, LSDM, and GFDL (i.e., the
amplitudes of seasonal oscillations are higher for χ2 than for χ1).This
is consistent with the results of our previous work, which focused
on the HAM analysis (Śliwińska et al., 2020; Śliwińska et al., 2021;
Śliwińska et al., 2022).

The non-seasonal variations, computed by removing seasonal
oscillations from the detrended series, were further separated
into oscillations with periods longer and shorter than 720 days
(Figures 4, 5, respectively). Figures 4, 5 show that averaging and
combining HAM series obtained from CMIP6 lead to a notable
reduction in amplitudes within the non-seasonal range compared
with the variability observed for the GAO, GRACE, LSDM, and

GFDL series. All CMIP6-based HAM series, except those computed
from GFDL, do not show long-term variability as the plots are
almost flat (Figure 4). Notably, for long-term non-seasonal changes,
GAO, LSDM-based HAM, and GRACE-based HAM agree well with
each other in terms of both amplitudes and phases. At the same
time, GFDL-based series are characterised by similar amplitudes
to those determined for GAO, LSDM, and GRACE; however, there
is a noticeable difference in phase (Figure 4). The amplitudes of
other CMIP6-based series are clearly lower than those of GRACE-,
LSDM-, andGFDL-basedHAM series, as well as GAO. It is apparent
that for non-seasonal short-term variation, amplitudes of GAO
are much higher than for other series, especially in χ2 component
(Figure 5). While GRACE and LSDM data show some variability
in this spectral range, the CMIP6 combined series are almost flat.
The strongest signal in GAO for non-seasonal short-term variation
appears to be for periods of approximately 470 days in prograde
and 550 days in retrograde band (Figure 2). These signals are not
visible for CMIP6- and LSDM-based series, so we suspect that
this may be an effect not modeled by CMIP6 and LSDM, such as
groundwater variation (CMIP6 models do not provide information
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FIGURE 8
Normalized root mean square error (NRMSE) of HAM computed from GRACE, LSDM, and CMIP6 models for seasonal (A, B), non-seasonal short-term
(C, D) and non-seasonal long-term (E, F) oscillations.

on groundwater, while LSDM only takes into account shallow
groundwater), or changes in icemass (CMIP6models do not provide
such data, while LSDM includes only the annual snow accumulation
and melting, with the long-term ice mass kept constant). However,
it is known that groundwater and ice mass changes would affect
PM at longer time scales (Youm et al., 2017). It might be possible
that the variability in GAO observed in Figure 5 is induced by
distribution of water between land and ocean or redistribution of
water within land. On the other hand, however, the mentioned
470- and 550-day oscillation does not appear in the GRACE data
either. Attention should be paid to different time resolution of
series: CMIP6 and GRACE data have a monthly resolution, GAM
and SLAM used for GAO determination and LSDM are available
with a 1-day resolution, AAM and OAM have time resolution of
3 h. However, for consistency between GAO, CMIP6, GRACE and
LSDM, all the series were filtered using a Gaussian filter with full
width at half maximum (FWHM) equal to 60 days and interpolated
into the same time interval. Nonetheless, it can be assumed that the
amplitudes of sub-seasonal oscillations may be stronger in GAO
than in the other series.

It should be also noted that free-running climate models are not
data-constrained climate reanalyses with realistic time tags. Coupled
simulationswithin theCMIP6 initiated frompreindustrial states and
spanning the entire historical timeline to the contemporary era, are
forced with changing solar radiation, aerosols, CO2 concentrations,
and land use patterns. Consequently, these experiments are
anticipated to replicate climate variability solely in a statistical
manner. They may depict the trends and the radiation-forced
seasonal variability, but any broadband variability, such as synoptic
weather patterns, is purely statistical. In this context, each CMIP6
model has its own random non-seasonal variability and is unlikely
to have a common signal for all model runs. Thus, most CMIP6
combinations in the non-seasonal range are close to zero. Therefore,
only seasonal variability and trends can be realistically reflected by
averages or combinations of climate models.

The time series plots (Figures 3–5) are supplemented with
diagrams showing the STD of the series for each oscillation
(Figure 6). The STD values of all HAM series and each
oscillation are also given in Supplementary Table S1 in the
Supplementary Material. The STD values confirm the key finding

Frontiers in Earth Science 12 frontiersin.org

https://doi.org/10.3389/feart.2024.1369106
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org


Nastula et al. 10.3389/feart.2024.1369106

FIGURE 9
Absolute values of differences in amplitudes of annual prograde (A) and annual retrograde (B) oscillation between GAO and HAM computed from
combined CMIP6 models, GRACE, and LSDM. The horizontal blue line shows the value of the smallest amplitude difference with the STDdifferences value
added (min+1STDdifferences). The horizontal magenta line presents the value of the smallest amplitude difference with the doubled STDdifferences value
added (min+2STDdifferences).

from the time series analysis that GAO and HAM computed from
LSDM, GRACE, and GFDL are characterised by much higher
variability than the series of combined CMIP6-based HAM. This is
the case for non-seasonal long-term and short-term variations (for
both χ1 and χ2) and for seasonal oscillations (for χ2). The combined
CMIP6-based HAM is able to accurately capture the amplitudes of
oscillations observed for GAO in the case of the χ1 component of
seasonal oscillation only.

To check the consistency between GAO and various HAM
estimates in different spectral bands, we plot the correlation
coefficients (Corr, Figure 7) and normalized root mean square
errors (NRMSE, Figure 8) for seasonal, non-seasonal short-term,
and non-seasonal long-term variations. NRMSE was calculated
by dividing the RMSE of a given series by its STD. The Corr
and NRMSE values for all HAM series and each oscillation are
also given in the Supplementary Material (Supplementary Table S2
and Supplementary Table S3, respectively). The plots reiterate
the good agreement between HAM and GAO at seasonal
time scale. For seasonal variations, only two series for χ1
and four series for χ2 exhibit low or negative correlations
with GAO, whereas for both short-term and long-
term non-seasonal changes, there are noticeably fewer
well-performing models.

3.2 Selecting the best CMIP6 models for
seasonal oscillations

It has been demonstrated that the seasonal oscillation (mainly
annual) is the most energetic feature in PM excitation (Gross, 2015).
Moreover, studies have indicated that HAM has its greatest impact
on PM at this time scale (Gross et al., 2003; Brzeziński et al., 2009;
Dobslaw et al., 2010; Gross, 2015). The analyses from Section 3.1
confirmed this observation, as we observed highest amplitudes and
STD of series, as well as highest agreement between HAM and GAO
for seasonal variation.Therefore, in this section, wewill focus on this
spectral band inmore detail. Given the noticeably small amplitude of
the terannual oscillation, we decided to investigate the compatibility
between CMIP6-based HAM and GAO for annual and semiannual
oscillations only. To determine the most reliable model for HAM
analysis, we searched for HAM derived from a combined CMIP6
model that had the smallest difference in either amplitude or phase
compared with GAO for annual and semiannual oscillation.

3.2.1 Annual oscillation
Figure 9 presents the absolute values of differences in amplitude

of annual oscillation betweenGAOand allHAMseries ordered from
lowest to highest value for prograde and retrograde terms separately.
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FIGURE 10
Absolute values of differences in phases of annual prograde (A) and annual retrograde (B) oscillation between GAO and HAM computed from
combined CMIP6 models, GRACE, and LSDM. The horizontal blue line shows the value of the smallest amplitude difference with the STDdifferences value
added (min+1STDdifferences). The horizontal magenta line presents the value of the smallest amplitude difference with the doubled STDdifferences value
added (min+2STDdifferences).

In parallel, Figure 10 shows phase differences. The plots also include
differences calculated for HAM derived from GRACE and LSDM.
Supplementary Tables S4, S5 in the Supplementary Material contain
the exact values of these differences. Higher amplitude agreement
between HAM and GAO is generally observed for the prograde
comparedwith the retrograde term (Figure 10). In the case of annual
prograde oscillation, the highest amplitude correspondence with
GAO is obtained for the HAM derived from ACCESS M, GFDL,
CanESM5 TCH, CanESM5 M, and ACCESS TCH (differences in
amplitude with respect to GAO are below one mas). For annual
retrograde oscillation, the smallest amplitude difference is achieved
in the LSDM-based series (1 mas). Among the different CMIP6-
based series, those calculated based on the GFDL model were the
most consistent with the GAO regarding the annual retrograde
amplitudes. However, the difference obtained forGFDL ismore than
one mas greater than that obtained for LSDM. The only series with
relatively low values of differences for both prograde and retrograde
amplitudes are derived from GFDL, MPI TCH, and MPI M (below
two mas for the prograde and below five mas for the retrograde
term). It is puzzling that some series, for which the lowest differences
in prograde amplitude were obtained, yielded some of the highest
differences in retrograde amplitude values (ACCESSMandACCESS
TCH). Notably, while GRACE and LSDM provide the highest

amplitude agreement with GAO for the annual retrograde term, for
the annual prograde term they exhibit relatively poor agreement.

The values of differences with respect to GAO obtained from
the amplitude criterion for the annual prograde part do not
differ noticeably from each other (Figure 9). To map more clearly
the results obtained for individual models, we calculate standard
deviation of differences (STDdifferences) with respect to GAO for
all HAM series (i.e., STD of the values presented in Figure 9 and
Supplementary Table S4 in the Supplementary Material).

For amplitudes of the annual prograde term, STDdifferences
was 1.49 mas, whereas for amplitudes of the annual retrograde
term, STDdifferences was 1.88 mas. Figure 9 additionally contains
the smallest amplitude difference with STDdifferences added
(min+1STDdifferences, blue line) and the value of the smallest
amplitude difference with the doubled STDdifferences added
(min+2STDdifferences, magenta line). From a statistical point of view,
the nine series give the same result as the amplitude differences
for these series are below the value of min+1STDdifferences. For
the three other series, the corresponding values are between
min+1STDdifferences and min+2STDdifferences. In turn, for amplitudes
of annual retrograde oscillation, the spread of amplitude differences
is substantial as the obtained difference is below min+1STDdifferences
for just two of the studied series (LSDM and GFDL).
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FIGURE 11
Absolute values of differences in amplitudes of semiannual prograde (A) and semiannual retrograde (B) oscillation between GAO and HAM computed
from combined CMIP6 models, GRACE, and LSDM. The horizontal blue line shows the value of the smallest amplitude difference with the STDdifferences

value added (min+1STDdifferences). The horizontal magenta line presents the value of the smallest amplitude difference with the doubled STDdifferences

value added (min+2STDdifferences).

In terms of phases of annual variation, the spread of results
is visibly higher for the retrograde than for the prograde term
(Figure 10). The highest agreement with GAO for annual prograde
variation is observed for CanESM5M, CanESM5TCH, BCCM, and
BCC TCH (difference below 20°). LSDM- and GRACE-based HAM
provide almost the perfect phase match to GAO for the retrograde
term (difference below 1°). Among the CMIP6-based HAM series,
those based on MPI M, MIROC M, and MIROC TCH give the
smallest phase deviations with respect to GAO (below 10°). Notably,
while GRACE- and LSDM-based series are in almost perfect phase
agreement with GAO for the annual retrograde term, they exhibit
much higher differences for the annual prograde term (40° for
GRACE and 32° for LSDM).

Analysis of the spread of the results for the phases of the
annual prograde term shows that the STDdifferences value is as high
as 15°, indicating that for nine series, the values of difference
with respect to GAO are below min+1STDdifferences. The value of
STDdifferences for the phases of the annual retrograde term is equal
to 35°. Seven HAM series present statistically the same level of
agreement with GAO (differences below min+1STDdifferences), while
ten other series present the differences between min+1STDdifferences
and min+2STDdifferences. Notably, phase differences for four of the
studied 21 series (GISS TCH, GISS M, MRI M, and MRI TCH)
exceed 90°.

3.2.2 Semiannual oscillation
Figures 11, 12 present absolute values of differences between

GAO and HAM series for amplitudes (Figure 11) and phases
(Figure 12) of the semiannual oscillation. The corresponding
exact values of differences are given in Supplementary Table S6
(amplitudes of semiannual oscillation) and Supplementary Table S7
(phases of semiannual oscillation).The best match for the amplitude
is obtained with the HAM determined from GRACE for the
semiannual prograde and from BCC M for the semiannual
retrograde term (Figure 11). However, from the statistical point of
view, as many as eight series for the prograde term and eleven series
for the retrograde term present the same level of agreement with
GAO (the differences for these series are belowmin+1STDdifferences).
Differences for almost all other series are below min+2STDdifferences.
This indicates that only a few series are characterised by noticeably
higher amplitude differences. The HAM series that exhibit high
amplitude agreement with GAO for both prograde and retrograde
terms are those computed from BCC M, BCC TCH, GISS M, and
GISS TCH.

In terms of phases of semiannual prograde term, three series
(LSDM, GISS TCH, and GISS M) present the highest agreement
with GAO with difference below 20°. However, statistically,
seven other series present a similar level of agreement with
GAO since the differences obtained for these series are below

Frontiers in Earth Science 15 frontiersin.org

https://doi.org/10.3389/feart.2024.1369106
https://https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org


Nastula et al. 10.3389/feart.2024.1369106

FIGURE 12
Absolute values of differences in phases of semiannual prograde (A) and semiannual retrograde (B) oscillation between GAO and HAM computed from
combined CMIP6 models, GRACE, and LSDM. The horizontal blue line shows the value of the smallest amplitude difference with the STDdifferences value
added (min+1STDdifferences). The horizontal magenta line presents the value of the smallest amplitude difference with the doubled STDdifferences value
added (min+2STDdifferences).

min+1STDdifferences. The corresponding differences exceed 80° for
only three series. When considering the semiannual retrograde
term, almost all series (16 out of 21), had differences with
respect to GAO that were below min+1STDdifferences (Figure 12).
A phase difference of less than 1° was obtained for MPI the
MIROC M series.

3.2.3 Phasor diagrams
In total, we selected eight CMIP6 models that provided the

highest agreement betweenHAMandGAO for the annual and semi-
annual oscillation and compared them with the results obtained
for GRACE and LSDM. To allow further comparison, we generated
four phasor diagrams to show amplitudes and phases of annual
prograde and retrograde oscillation for GAO, GRACE-, and LSDM-
based HAM as well as HAM computed from two best GAO-
fitted CMIP6 models–the first with smallest difference in amplitude
and the second with lowest phase difference (Figure 13). Phasor
diagrams are an alternative to classical time series representation
of seasonal oscillations (Gross et al., 2003; Brzeziński et al., 2005).
The length of each vector on a phasor diagram represents
the magnitude of amplitude, while the vector direction shows
a phase. The reference date used to calculate the phase is
1 January 2003.

In terms of phases of annual oscillation, the chosen CMIP6
perform better than GRACE and LSDM for the prograde term
(CanESM5 M series) and worse than GRACE and LSDM for the
retrograde term (MPI M series) (Figures 13A, B). GRACE- and
LSDM-based series present a similar level of phase agreement
with GAO for the retrograde term (for both series differences
with respect to GAO are below 1°). In terms of the amplitudes of
annual prograde oscillation, the chosen CMIP6 model (ACCESS
M) provides differences with respect to GAO that are lower
than LSDM and GRACE. In the case of amplitudes of annual
retrograde term, the chosen CMIP6model (GFDL) gives differences
higher than those obtained for LSDM but lower than those
obtained for GRACE. For both prograde and retrograde term of
annual oscillation, all the HAM series underestimate amplitudes
observed for GAO.

The phasor diagrams of semiannual oscillation (Figures 13C, D)
show that LSDM- and GRACE-based HAM, as well as the
chosen CMIP6-based series, underestimate amplitudes observed
for GAO for the prograde term but overestimate GAO amplitudes
for the retrograde term. For amplitudes of semiannual prograde
oscillation, the chosen CMIP6-based HAM series (MRI TCH)
provides amplitude correspondence with GAO at a level similar
to GRACE and better than that obtained for LSDM. In turn, for
the amplitudes of semiannual retrograde oscillation, the chosen
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FIGURE 13
Phasor diagrams of annual prograde (A), annual retrograde (B), semiannual prograde (C), and semiannual retrograde (D) oscillation in GAO and HAM
computed from GRACE, LSDM, and the best CMIP6 models chosen for amplitude (red line) and phase (blue line). Reference date for phase is 1
January 2003.

CMIP6 model (BCC M) gives the lowest amplitude differences of
all considered series. The best CMIP6-based series for the phase of
semiannual prograde term (GISS TCH) presents a lower level of
correspondence with GAO than LSDM and higher correspondence
than GRACE-based series. For semiannual retrograde variation, the
chosenCMIP6model (MIROCM) provides an almost perfect phase
match to GAO, whereas both GRACE- and LSDM-based series are
out of phase with GAO by almost 90°.

In general, although in many cases the combined CMIP6-based
HAM series provide higher agreement with the GAO than the
LSDM- and GRACE-based HAM series (e.g., for the amplitudes and
phases of annual prograde oscillation, and amplitudes and phases
of semiannual retrograde oscillation), it is not possible to identify a
single series that would provide a high correspondence with GAO
across all criteria applied.

4 Discussion and conclusion

In this research, we examined the potential enhancement in the
agreement between CMIP6-based HAM and GAO by grouping and
combining climate models. We examined various combinations of
CMIP6-based HAM determined based on classical ensemble mean,
weighted mean, and TCH combination. The combinations were
determined on the basis of various groups of models, including
either only models provided by one institute or all models meeting
the selection criteria established at the beginning.

This study confirms the conclusions of our previous work
(Nastula et al., 2022) that most of the analysed climate models do
not allow for reliable estimation of non-seasonal changes in HAM
but can be used to interpret seasonal oscillations inHAM.Therefore,
in this study, we focused on annual and semiannual signals in HAM
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and analysed the amplitude and phase correspondence between
CMIP6-based HAM and GAO. We find that the combination of
CMIP6 models does not lead to a noticeable improvement in the
agreement between HAM and GAO. Moreover, determining the
most suitable group of CMIP6 models for studying HAM depends
on which oscillation is analysed and whether the analysis considers
the amplitude or the phase match with GAO.

We show that, for annual oscillation, the following CMIP6
models exhibit the highest agreement between HAM and GAO:
ACCESS M (for amplitude of annual prograde oscillation), GFDL
(for amplitude of annual retrograde oscillation), CanESM5 M (for
phase of annual prograde oscillation), and MPI M (for phase
of annual retrograde oscillation). For semiannual variations, the
following models provide the most satisfactory results: MRI TCH
(for amplitude of semiannual prograde oscillation), BCC M (for
amplitude of semiannual retrograde oscillation), GISS TCH (for
phase of semiannual prograde oscillation), MIROC M (for phase
of semiannual retrograde oscillation). However, the differences in
results between individual models were often very small, thus a
better option would be to distinguish a certain group of best-
performing models.

A single CMIP6-based HAM cannot meet all the
aforementioned criteria, regardless of whether we refer to a single
model or a combination of several models. Therefore, additional
criteria that integrate both amplitude and phase correspondence
should be considered. The problem with attempting to select an
optimal group ofCMIP6models forHAManalysis is that often those
CMIP6-based series that provide the highest GAO agreement for
one criterion exhibit one of the lowest levels of GAOcorrespondence
for another criterion. For example, ACCESS M and ACCESS TCH
are identified as the best series for amplitudes of annual prograde
oscillation and someof theworst for amplitudes of annual retrograde
oscillation. Finding a single or combined climate model that would
provide reasonably universal results within advanced HAM analysis
is difficult.

Another challenge in combining various CMIP6-based series is
that they are characterised by lower variability (smaller amplitudes
and lower STD of series) than HAM computed from single models.
While combining different series helps to reduce unwanted noise
or some unexpected peaks in the series, it is also possible that
this approach eliminates some parts of the real signal. For this
reason, the ALL M, ALL TWS M, ALL WM, and ALL TCH series,
which are a combination of all the models analysed in this study,
have smaller amplitudes and a lower STD than the series that are
combinations ofmodels provided by only one institute (e.g.,MIROC
M or MIROC TCH).

Analysis of the min+1STDdifferences and min+2STDdifferences
criteria reveals that many of the analysed CMIP6-based HAM series
are characterised by a similar level of agreement with GAO. This
suggests that instead of selecting one model most appropriate for
HAM analyses, a larger group of models should be investigated.

The comparison of the ALL M and ALL TWS M series shows
that the stage at which the results are averaged (in this case, either
at the level of the HAM series or at the level of TWS grids)
has no visible impact on the temporal fluctuations of the HAM
series and their correspondence with GAO. We also note that
the combination method does not noticeably affect the resulting
combined HAM series because the series resulting from simple

averaging and combination with the TCH method are characterised
by an almost identical temporal fluctuations and level of agreement
with GAO.

Despite the problems mentioned above related to the selection
of CMIP6 validation criteria and identifying the most reliable
CMIP6 model for HAM research, it is promising that we
can distinguish several cases in which one or more grouped
CMIP6 models provide higher correspondence with GAO than
the more commonly used GRACE data. For amplitudes and
phases of the annual prograde oscillation along with amplitudes
and phases of the semiannual retrograde oscillation, the result
for GRACE is less favourable than for more than half of the
analysed combined CMIP6-based HAM series. For amplitudes
and phases of the annual retrograde oscillation and amplitudes
and phases of the semiannual prograde oscillation, GRACE
and LSDM are still some of the more reliable data for this
purpose. Therefore, the next step in improving consistency
between HAM and GAO in terms of seasonal oscillations may
be an appropriate combination of GRACE, LSDM, and selected
CMIP6 outputs.
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