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Full waveform inversion reconstructs subsurface structures by matching the
synthetic waveform to the observed waveform. Inaccuracy of the source
wavelets can, thus, easily lead to an inaccurate model. Simultaneously updating
source wavelets and model parameters is a conventionally used strategy.
However, when the initial model is very far from the true model, cycle skipping
exists, and estimating a reliable source wavelet is very difficult. We propose a
combinatory inversion workflow based on seismic events. We apply a Gaussian
time window around the first break and gradually increase its width to include
more seismic events. The influence of inaccurate source wavelets is alleviated
by applying a Gaussian time window around the first break to evaluate the
normalized cross-correlation-based objective function. There are inevitable
small model artifacts caused by inter-event interactions when calculating cross-
correlations. As a result, we switch to the optimal transport function to clean
the model and update the source wavelets simultaneously. The combinatory
strategy has been applied to models with different types of geological structures.
Starting from a crude initial model, we recovered a high-resolution and high-
fidelity model and the source wavelets in two synthetic experiments. Finally, we
apply our inversion strategy to a real-land seismic dataset in Southeast China and
obtain a higher-resolution velocity model. By comparing an inversion velocity
profile with well log information and the recorded data with the simulated data,
we conclude that our inversion results for the field data are accurate and this
new strategy is effective.

KEYWORDS

full waveform inversion, combined misfit function, land seismic data, wavelet inversion,
velocity inversion

1 Introduction

Full waveform inversion (FWI) aims to reconstruct a high-resolution (fine structures
are revealed), high-fidelity (structures are real) subsurface model by fitting the synthetics
to the observed seismic data (Lailly, 1983; Tarantola, 1984). FWI starts from an initial
model, measures the waveform difference between simulated and observed data, and
accordingly modifies the model to decrease the difference. In the end, not only the
phases of the seismograms but also the amplitudes are fully fitted. It is the most
powerful imaging tool (Virieux and Operto, 2009; Alkhalifah, 2016). Since seismic signals
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are highly oscillating, FWI may encounter cycle skipping and
become trapped into local minima. A sufficiently accurate initial
model is usually necessary (Gauthier et al., 1986). The cycle-
skipping issue is severe when an accurate source wavelet is not
available. In this study, we investigate this issue of a crude initial
model and unavailable true source wavelet.

The earliest objective function of FWI is the conventional least-
squares (L2) function. L2 compares the synthetic event to the nearest
phase in the observed seismograms. It requires a sufficiently accurate
initial model to ensure that the main synthetic events are within
the half period. Otherwise, the seismic events could be wrongly
interpreted as other phases. Increasing the length of the periods so
that the seismic signals are less oscillating is one immediate solution.
Bunks et al. (1995) progressively filtered seismograms from the low-
frequency band to the high-frequency band. The inverted model is
taken as the initialmodel for the next frequency band until the entire
available frequencies are exploited. This frequency continuation
inversion strategy could perform better when specific phases are
selected with time windows (Shipp and Singh, 2002; Brossier et al.,
2009b; Wang and Rao, 2009; Wang et al., 2014). Diving waves are
selected to reconstruct long-wavelength macro-model structures.
Then, expanding or removing the time window at later stages
to include reflections allows us to reconstruct finer and deeper
structures. Another attempt to alleviate the cycle-skipping problem
is to decompose the gradient (Li et al., 2022).

The least-squares objective function, along with the hierarchical
inversion strategies, does not fully avoid the local minima. Efforts
have been made to seek objective functions with wider basins
of attraction (Huber, 1973; Bube and Langan, 1997; Guitton and
Symes, 2003; Shin and Ha, 2008; Brossier et al., 2009a; Ha et al.,
2009; Alkhalifah and Choi, 2014; Huang, 2014; Warner and
Guasch, 2014; Sun andAlkhalifah, 2019a).These objective functions
either decrease the oscillation of the seismic traces or place more
weight on the phases of seismic events than amplitudes. The L1
norm function [least absolute value; (Claerbout and Muir, 1973;
Tarantola, 1987)] is less sensitive to noise than L2, as demonstrated
by Brossier et al. (2010) using the onshore SEG/EAGE overthrust
model. The envelope of a seismic trace is also less oscillatory
than that of the original seismic trace. Luo and Wu (2015)
showed the advantage of the envelope function (Bozdağ et al.,
2011; Chi et al., 2014; Wu et al., 2014; Song et al., 2019) over
the conventional L2 function with the Marmousi model. The
wavelet transform has also been used to decrease the oscillating
nature of the seismic trace (Yuan and Simons, 2014). The zero-
lag cross-correlation function (Routh et al., 2011a,b; Dutta et al.,
2014; Liu et al., 2017; Tao et al., 2017) reduces the amplitude
information and allows for a slightly incorrect source wavelet
(Liu et al., 2017); nevertheless, the initial model should be accurate.
Recently, the optimal transport (OT)-based objective function
[OT objective function; Engquist and Froese (2014); Engquist et al.
(2016); Métivier et al. (2016a); Métivier et al. (2016b); Sun and
Alkhalifah (2019b); Yang et al. (2018); Yong et al. (2019a,b)] has
been introduced from image processing (Ferradans et al., 2014;
Lellmann et al., 2014) to exploration geophysics. The OT algorithm
also decreases the role of amplitudes of seismic events, and
an OT adjoint source is less oscillating than the synthetics or
observed data. Métivier et al. (2016a) successfully recovered various

classical seismic models and interpreted the Chevron 2014 blind
test.

The travel time-based objective function expands the basin
of attraction. FWI under this function is also known as wave-
equation tomography [WET; (Luo and Schuster, 1991; Woodward,
1992; Hörmann and De Hoop, 2002; Pratt, 2004; Maarten and
van Der Hilst, 2005; Djebbi and Alkhalifah, 2014; Wang et al.,
2015)]. The travel time difference, instead of being manually picked,
is estimated from the cross-correlation function. The basin of
attraction of WET is as broad as ray tracing tomography, but the
resolution of WET is higher than that of ray tracing tomography.
Wang et al. (2014) conducted a synthetic inversion experiment. The
inverted model of ray tracing tomography is not sufficient for
following FWI, while the combination of WET and FWI produces
a high-resolution high-fidelity model. It is important to select
coherent events with an elaborate time window, such as synthetic
diving and observed diving waves, and synthetic and observed
reflections. The physical meaning of measuring the travel time
difference between different phases is ambiguous. The success of
combining WET and FWI may be case-dependent due to three
difficulties. First, the basin of attraction of WET is so wide that the
resolution of WET may not be sufficient for the following FWI.
The second difficulty is the shallow penetration depth of diving
waves. When the gradient of the velocity structure is small, the
diving waves do not penetrate deep into the Earth. Thus, we do not
obtain any model updating at depth. Reflections penetrate deeper
subsurface layers than diving waves. However, unlike ray tracing
tomography, WET cannot target the reflections when the initial
model is too smooth to generate any reflection. Third, an accurate
source wavelet is important. An incorrect source wavelet affects the
cross-correlation and consequently biases the travel time difference.

An improvement to WET is based on the concept of
transfer function (Kennett and Fichtner, 2012) or the annihilator
(van Leeuwen and Mulder, 2010; Warner and Guasch, 2014).
Instead of only extracting the travel time difference from the cross-
correlation, the whole normalized cross-correlation is taken as
the objective function (van Leeuwen and Mulder, 2008; Zhang
and Wang, 2009; van Leeuwen and Mulder, 2010; Zhang et al.,
2019). The maximum of the cross-correlation is weighted toward
a zero shift. This normalized cross-correlation function has a
basin of attraction as wide as that of WET but is less prone to
an inaccurate source wavelet. The cross-correlation of two seismic
events usually extends over a time span. The objective function
is not zero, however, even when the synthetic trace perfectly
matches the observed trace. Luo and Sava (2011) proposed to
replace the cross-correlation with deconvolution. The resulting
seismic signal becomes compressed. Choi and Alkhalifah (2017)
followed the idea and showed the advantage of the deconvolution-
based objective function. Furthermore, Warner and Guasch (2014)
showed better performance by normalizing the deconvolution
function.

If inaccurate source wavelets are provided, the data fitting
procedure of FWI eventually transfers the inaccuracy to the model
space, leading to model inaccuracies. Pratt (1999) proposed to
estimate the source wavelets by calculating the Green function in the
provided initial model. Later on, Plessix and Cao (2011) developed a
technique called thematching filter technique to estimate the source
wavelets on the fly. Thus, it becomes feasible to simultaneously
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update the source wavelets and model parameters. Since the source
wavelets are estimated for a given model, the initial model should
be sufficiently accurate to produce acceptable source wavelets. To
eliminate the source effects, Choi and Alkhalifah (2011) convolved
the synthetics with an observed trace and convolved the observed
data with a synthetic trace at the same location. Zhang et al. (2016)
modified the procedure by windowing the synthetic or observed
trace. As pointed out byChoi andAlkhalifah (2011), the convolution
increases the nonlinearity, and a more accurate initial model and
more elaborate inversion strategies are required.

In this study, we propose another form of a multi-scale
inversion strategy. We choose Gaussian time windows to smoothly
incorporate more and more seismic events during the inversion.
In the first several stages starting from a crude initial model,
we choose the normalized cross-correlation objective function.
An initial source wavelet is extracted from long offset records.
The Gaussian time window allows the seismic events to be fitted
gradually: early events are fitted at first, and then, later events are
fitted as the window becomes wider. The severity of the cross-talk
between events is alleviated when the Gaussian windows are narrow
in the early stages. The wide basin of attraction of the normalized
cross-correlation objective function helps with the convergence and
is also helpful in recovering long-wavelength model structures. We
switch to the OT objective function as the Gaussian time window
widens, and amatching filter technique is used to estimate the source
wavelets at each iteration.

In the following sections, we present the theory of full waveform
inversion and explain three objective functions: L2, normalized
cross-correlation, and optimal transport function. We test their
behaviors with shifted Ricker wavelets. In Section 3, we use two
geologicalmodels for synthetic tests, show the difficulty encountered
with conventional FWI, and explain how our proposed strategy
successfully recovers themodels and source wavelets. Real-land data
application in Sichuan Basin, Southeast China (Song et al., 2015), is
also shown.Thediscussion is presented in Section 5, and conclusion,
in Section 6.

2 Three objective functions of full
waveform inversion

Full waveform inversion, mathematically speaking, is a local
optimization method constrained by a partial differential equation.
A pre-defined measure function is provided to evaluate the
difference between synthetic and observed seismic data. The
conventional measure function is the least-squares function (L2
function). The proposed inversion workflow involves two objective
functions, the normalized cross-correlation function and optimal
transport function. The partial differential equation is the elasto-
dynamic equation, which takes model parameters as input and
output seismograms. In this study, we represent the Earth with an
acoustic isotropic medium.

2.1 Least-squares objective function

In classical waveform inversion (Lailly, 1983; Tarantola, 1984;
Virieux and Operto, 2009), we estimate the earth parameter, m, by

minimizing the data residuals. In a time domain formulation, the
classic objective function reads

J (m) = 1
2
∑
s,r
∫
T

0
[Ws,r (t)(ps,r (t) − ds,r (t))]

2dt, (1)

where s is the source index, r is the receiver index, ps,r is the synthetic
trace, ds,r is the observed data trace, and Ws,r is a time window to
potentially select the events of interest. The recording length is T.
With long-offset data, this window can, for instance, be used to select
only the early arrivals, as explained later. The adjoint source is the
partial derivative of the right-hand side in Eq. 1 with respect to the
synthetic data:

s (t) =W2
s,r (t)(ps,r (t) − ds,r (t)) , (2)

with s(t) as the adjoint source for the trace indexed by s, r (we omitted
the lower index).

Our 2D acoustic forwardwave simulator is based on a staggered-
grid finite-difference scheme (Virieux, 1986), with a free surface
boundary condition on top. FWI is based on a local optimization
technique or gradient method to iteratively update the unknown
parameters (model and source wavelets). The gradient is computed
via the adjoint state method (Liu and Tromp, 2006; Plessix, 2006).
Briefly speaking, it usually involves a couple of steps. First, a forward
wave propagation is conducted for the given model. The border
values and the synthetics are saved either inmemory or a disk.Then,
the synthetic data are compared to the observed data using a given
objective function, producing the misfit and the adjoint source.
Finally, the adjoint wave fields are simulated with the adjoint source
using an adjoint simulator, while, at the same time, the forward
wavefields are reconstructed from the saved border values. The
accumulated over time product of the adjoint and the reconstructed
forward wavefields provides the gradient.

The gradients, which usually contain numerical artifacts for
many reasons, are smoothed with an elliptic Gaussian filter. At
the first scale, the standard deviation of the Gaussian smoothing
filter is 750 m and the vertical one is 150 m. At the final scale,
the standard deviation is 150 m and the vertical one is 30 m. To
compensate for the decay of the gradient energy with depth, we
multiply the gradient by √z+ 300, where z is the depth in meter.
Finally, the minimization of the objective function is performed
using an l-BFGS quasi-Newton algorithm (Nocedal, 1980).

2.2 Normalized cross-correlation objective
function

For the seismic trace indexed by s, r, we denote p̄(t) =
Ws,r(t)ps,r(t) and ̄d(t) =Ws,r(t)ds,r(t). The cross-correlation function
between the windowed seismic traces is defined as

c (τ) = xcorr(p̄, ̄d) = ∫
T

0
p̄ (t) ̄d (t− τ)dt. (3)

The normalized cross-correlation function is defined based on the
aforementioned cross correlation as

Jc = −
∫
T

−T
c2 (τ)P (τ)dτ

∫
T

−T
c2 (τ)dτ

, (4)
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where P(τ) = exp(− τ2

2ζ2
) is a Gaussian penalty function. ζ is a user-

defined parameter that controls the width (proportional to the
standard deviation) of the penalty function. We choose ζ to be 5%
of the whole recording length ζ = 0.05T in the following inversions.
The minus sign is to transform the equation into a minimization
problem. The adjoint source is

sc (t) =
Ws,r (t)

∫
T

−T
c2 (τ)dτ

∫
T

−T
(P (τ) − 2Jc)c (τ) ̄d (t− τ)dτ. (5)

Because of the adjoint state method (Liu and Tromp, 2006;
Plessix, 2006), it is very convenient to switch from L2 FWI to
FWI with the normalized cross-correlation Jc. In an existing FWI
program, only the misfit value and the adjoint source need to be
changed.

2.3 Optimal transport objective function

Both L2 and the normalized cross-correlation function Jc are 1D
comparisons of the seismic data along the trace. L2 is considered
a pixel-by-pixel comparison. The optimal transport, depending on
the type, could be 1D or 2D. Its 2D version could exploit the lateral
coherency along the receiver axis besides the coherency along the
time axis. In this case, the data difference for a shot indexed with s is

Jt = max
φs∈BLip1
∑
r
∫
T

0
φs (xr, t)Ws,r (t)δps,r (t)dtΔxr, (6)

where Δxr is the receiver spacing, Ws,r(t) is a weighting function
introduced to represent the time-windowing technique, and the
signed residual δps,r = ps,r − ds,r is the difference between synthetic
and observed shot gathers. BLip1 is the space of bounded 1-Lipschitz
functions defined in the (xr, t) shot-gather space (Métivier et al.,
2016a; Poncet et al., 2018) by

∀(xr, t) : |φs (xr, t) | < λ,

∀(xr, t) : |φs (xr + δxr, t) −φs (xr, t) | < δxr,

|φs (xr, t+ δt) −φs (xr, t) | < δt, (7)

where λ is a pre-defined constant, δxr is any positive increment in
the spatial direction, and δt is any positive temporal increment. The
first inequality ensures that the amplitudes of φs are bounded; the
last two inequalities prevent abrupt variations. The choice of λ was
discussed byHe et al. (2018). For the 1D optimal transport function,
the constraint along the spatial axis is removed. The maximization
problem (Eq. 6) can be solved efficiently through proximal splitting
techniques (Métivier et al., 2016b). Once the optimal φs(xr, t) is
determined, the corresponding adjoint source is simply

st (t) = φs (xr, t)Ws,r (t) . (8)

This is a 2D algorithm, and we repeat it for each shot panel
in our following inversion examples. Again, thanks to the adjoint
state method (Liu and Tromp, 2006; Plessix, 2006), switching from
a least-squares objective function to the OT objective function in
an existing FWI code only requires changes in the misfit value and,
specifically, in the adjoint source.

A quick way to evaluate an objective function is to observe its
behavior with moving Ricker wavelets. Figure 1A shows such a test.

FIGURE 1
Experiment with moving Ricker wavelets to evaluate three objective
functions: L2, Jc, and Jt. (A) Top panel shows observed and synthetic
traces. (B) Middle panel shows the misfit values. (C) Bottom panel
shows the adjoint source of Jc and Jt.

A3-HzRicker wavelet centered in themiddle is taken as an observed
seismic trace. The synthetic trace is a shifted 3-Hz Ricker wavelet.
The L2 norm objective function shows two local minima; the valley
near the true position is really sharp. This is consistent with the fact
that cycle skipping is an issue for the L2 norm, but it can help FWI
converge fast and produce a high-resolution model if we start with
a model within the basin of attraction. For the normalized cross-
correlation function Jc, we choose the penalty function P(τ) with
ζ = 0.3T = 1.2 s. In Figure 1A, we re-scaled the range to [0,1]. The
misfit curve is similar to the travel time-based objective function.
There are no local minima. However, the wide valley suggests that
FWI, in this case, will converge to a smoother model. We also show
the misfit curve with optimal transport function Jt with the 1D
algorithm.There are no local minima, and the basin of attraction is a
little bit wider than that of the L2 function.However, if the synthetics
is too far from the observed trace, the misfit Jt is flat, indicating that
there is no sensitivity to the variation in synthetics (Figure 1B). The
adjoint sources under Jc and Jt are also shown (the L2 adjoint source
is the direct difference between the synthetics and observed trace;
thus, it is omitted). For the Jc function, the position of the adjoint
source signal aligns with the synthetic trace. This behavior is similar
to that of the travel time-based objective function (Dahlen et al.,
2000; Nolet, 2008), where the adjoint source is proportional to the
derivative of the synthetics ṗs,r(t). For the Jt function, the imprints
of the synthetic and observed trace are kept in the adjoint source.
However, the adjoint source is less oscillating than the synthetic and
the observed trace. This is consistent with the fact that the misfit
curve of Jt is more convex than that of the L2 function (Figure 3A).

We shift the phase of the synthetics by 90° and calculate themisfit
curves and the adjoint sources for these three objective functions
in Figure 2. For both the L2 function and Jt function, there are
local minima. At the correct travel time t = 0, the misfit values are
neither localminima nor localmaxima. However, for the Jc objective
function, the misfit curve is the same as that shown in Figure 2B.
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FIGURE 2
Similar experiment and similar labels (A–C) as in Figure 1. However,
the synthetic trace is phase shifted by 90°.

Both of the adjoint sources of Jc and Jt change. The phase shift in the
synthetic trace (Figure 2A) is taken into account by the Jc function.

3 Combinational strategy for FWI and
experimental results

In this section, we explain how we build our inversion workflow.
In all our tests, we consider the Middle East model with linearly
increasing velocities, and we assume that the true source wavelet
is unavailable. First, we show a conventional L2 inversion, where
we consider a frequency continuation inversion strategy. In the
second inversion experiment, we consider another strategy based on
seismic events instead of frequency components. Gaussian windows
are applied around the early breaks. The inversion has improved
compared to the first experiment. Finally, in the third inversion
experiment, we apply our proposed inversion strategy, which yields
high-resolution and high-fidelity recovery.

3.1 Middle East model and the observed
data

A realistic model mimicking the geology of the Middle East
area is taken as the true model. The model contains a succession of
shale–sand layers with velocities between 2 and 3.5 km/s, depending
on the depth, and carbonate layers with velocities between 3.5 and
6 km/s (Figure 3). Most of the layers have a thickness of several
hundred meters.

The acquisition mimics a standard fixed-spread vibroseis
acquisition. The observed dataset contains 48 sources, distributed
every 300 m, and 300 receivers, spaced every 50 m on the free
surface. The observed data are modeled using an acoustic forward
operator with a free surface boundary condition. The source wavelet
is a 3-Hz Ricker wavelet. The total recording time is 8.192 s. A 1D
linearly increasing velocity from2.2 km/s at the top to 5.5 km/s at the

FIGURE 3
(A) True velocity vp model. (B) True density ρmodel. The model
contains layered structures and lateral curvatures in the middle.

FIGURE 4
(A) The initial velocity vp is a linearly increasing model. (B) The initial
density ρ is calculated from the initial velocity through an empirical
relationship, which overestimates the density. Ray trace tomography
penetrates deep in this model.

bottom is taken as the initial vp model (Figure 4). The initial density
is linked to the initial vp model via Gardner's law (Gardner et al.,
1974; Hamilton, 1978). The initial density is overestimated in the
deep area.

The observed data are shown in Figure 5. The complex observed
seismogram contains various waves. Diving waves penetrate deep.
Near-offset reflections and inter-bed reflections are due to the lateral
layers in the top area. Scattered events are due to the lateral curvature
in the middle of the model shown in Figure 3.

3.2 Conventional inversion based on
frequency continuation

The conventional inversion is to start from low frequency. We
consider the L2 function. The first frequency band is [0.6, 1.5]
Hz, which is sufficiently low in typical exploration geophysics. The
density is re-calculated from vp at each iteration via an empirical
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FIGURE 5
Observed data are calculated with a 3-Hz Ricker wavelet.

relationship. By passively updating the density parameter, structural
information is introduced from the inverted vp model to density.

The linearly increasing initial model is too far from the true
model. Therefore, when estimating the source wavelets in the
initial model, the initial estimated source wavelet is completely
different from the true source wavelet: its amplitude is 1,000 times
smaller, although the frequency band is more or less consistent.
Consequently, l-BFGS only updated the model for two iterations
before having difficulty determining a suitable step length. The final
model is almost identical to the initial model. We do not move
to a higher-frequency band. Our rationale is that if the inversion
is trapped in a local minimum at low frequency, moving to high
frequency induces more local minima.

We replace the L2 function with OT objective function and
repeat the inversion in this low-frequency band [0.6, 1.5] Hz.
Nevertheless, a similar phenomenon is observed, probably because
the estimated source wavelet is very far from the true source wavelet.

3.3 Inversion strategy based on Gaussian
time windows

Instead of a frequency continuation strategy, we can also
consider an alternative inversion strategy based on seismic events.
We do not need accurate windows to isolate seismic events. Our
idea is to match the early arrivals first. When the model is better
recovered, we gradually increase the time windows to include more
and more complex events. The requirement on the design of time
windows is that it should be smooth, such that later events are
smoothly included. We consider Gaussian time windows. For each
trace, a Gaussian window is

Ws,r (t) = exp(−
(t− t0s,r)

2

2σ2 ), (9)

where t0 is around the first break of each trace. Here, the frequency
continuation inversion strategy is not used. The inversion strategy
depends on the standard deviation σ. For the total recording length
T = 8.192 s, the first three inversion stages are conducted with
the ratios σ

T
= 0.2,0.3,0.5, while in the fourth stage, the entire

seismograms are included without using time windows. During the
inversion, density is passively updated.

FIGURE 6
Final source wavelets with the event-based inversion strategy for L2
and Jt function.

FIGURE 7
Final vp model obtained with (A) L2 function and (B) Jt function.

The inversion is much better than the one with the frequency
continuation strategy. Figure 6 shows the final recovered source
wavelets. Both L2 and OT inversions recover wavelets close to the
true source wavelet. Figure 7 shows the final recovered vp velocity
models. Some structures are recovered, but there are artifacts in both
inversions.

3.4 Proposed combinatory strategy

We observed that an event-based inversion strategy helps
recover the structure, but it is not sufficient with L2 or the OT
objective function. We propose to apply the normalized cross-
correlation function Jc first and then conduct an OT inversion. We
still consider the event-based inversion strategy. In the Jc inversion,
we select a long offset trace as the source wavelet and keep it fixed
during the inversion. When the OT inversion is conducted, both
the source wavelets and the model parameters are simultaneously
updated.

The normalized cross-correlation function Jc is less sensitive
to source wavelets, as shown in Figure 1. We choose a long offset
seismic trace at X=15 km (blue line in Figure 5). We calculate the
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FIGURE 8
A long offset trace (marked with a blue line in Figure 5) is selected to
build the initial source wavelet. The wavelet is not accurate in the (A)
time or (B) frequency domain.

FIGURE 9
Initial synthetic in the linearly increasing initial model (Figure 4) with
the cut trace (Figure 8) as the source wavelet.

envelope of the whole trace and cut the seismic trace defined by
the first envelope wavelet (we select the seismic trace, not the
envelope). Figure 8 shows how we select the seismic wavelet. Its
Fourier transform shows that the selected seismic wavelet has a
different frequency content compared to the true source wavelet.
Figure 9 shows the synthetic data corresponding to the cut seismic
trace in the linearly increasing initialmodel.The initial seismograms
are quite simple.

The cross-correlation could map multiple events as sidelobes.
This affects the adjoint source and the consequent gradient, leading
to artifacts in the model. It is important to not include too many
events under Jc. Otherwise, it is difficult to obtain an acceptable
inversion. Figure 10 shows an inversion under Jc without using any
time window. The initial source wavelet is the cut trace shown in
Figure 8. The gradient does not show a correct direction update
between the first and third dashed lines. The final model is not close
to the true model.

The inversion using Jc is much better when the Gaussian time
windows are used than the one without windows. For the total
recording length T = 8.192 s, four inversion stages are conducted
with the ratios σ

T
= 0.02,0.05,0.1,0.2. The first Gaussian time

FIGURE 10
Inversion experiment under Jc function with the event-based
inversion strategy. Entire seismograms are included at once. (A) Initial
gradient. The cross-talk between events brings a lot of artifacts to the
gradient. (B) Final vp after 25 iterations.

FIGURE 11
(A) Initial gradient under Jc with a Gaussian time window σ =0.02T. (B)
Initial gradient of WET as a reference, where the true source wavelet is
used.

window keeps only the early arrival events. The gradient is shown
in Figure 11. In comparison, we show the gradient of WET where a
true source wavelet is used.The similarity indicates that Jc combined
with Gaussian time windows can produce correct gradients even
with a wrong source wavelet. The wider windows allow us to include
more complex events. We stop at the ratio of 0.2. Later stages with
bigger ratios introduce too much cross-talk between events to the
adjoint source, and the model updating becomes negligible. A shot
gather from the final synthetic data shown in Figure 12 shows that
the global pattern of the observed data is captured. The final velocity
model vp is shown in Figure 13. The long-wavelength structures are
retrieved. The fine-scale structures are not very satisfactory because
of the cross-talk between seismic events when the Gaussian window
becomes wide.

We continue the inversion by following an OT objective
function. The Gaussian time windows are defined with ratios σ

T
=

0.2,0.3,0.5 in three stages. Figure 14 shows the estimated source
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FIGURE 12
Final synthetics of the Jc inversion. The overall pattern of the observed
data in Figure 5 is captured.

FIGURE 13
Final inverted vp model of Jc inversion.

wavelets for these three stages. The first wavelet clearly deviates
from the true source wavelet. However, later source wavelets become
closer and closer to the true source wavelet. The final vp and ρ are
shown in Figure 15. The continuous thin-layered structures along
the first dashed line are well-retrieved in the vp model. The inverted
vp model is much cleaner than the starting model and shows high-
resolution, high-fidelity structures. The inverted ρ is overestimated
in the deeper area below the second dashed line. Above the second
dashed line, thin-layered structures are obtained. A shot gather
from the final synthetic data is shown in Figure 16A. The final
residuals shown in Figure 16B indicate that the early arrivals are
not perfectly matched. The trace-by-trace comparison shown in
Figure 17 indicates that the phases are fitted, but the amplitudes
are not perfectly matched. The reason is that the Gardner law
overestimated the density in the deep area; therefore, the inversion
does not perfectly fit the amplitudes of the early arrivals.

4 Applications to the SEAM model and
land seismic data

After building our inversion workflow, we carried out two
experiments to verify the effectiveness and feasibility of the process.
The first experiment is for the SEAM velocity model, which is a
standard model often used to test inversion algorithms, and the
second experiment is for land seismic data recorded in Southwest
China, which are difficult to invert by a conventional FWI process.

FIGURE 14
Estimated source wavelets of the Jt inversion, following the Jc
inversion. The wavelets become closer and closer to the true source
wavelet (Ricker wavelet).

FIGURE 15
Final recovered model with our proposed inversion strategy. (A) Final
vp. (B) Final ρ. The model is well-recovered.

4.1 SEAM model inversion

We observed, in the Middle East model, the presence of
abundant diving waves in the data. To show the generalization of
our proposed inversion flow, we now use the SEAM model, which
is shown in Figure 18. Geologic layers are generally not horizontal
for the SEAM model but are folding. There is also displacement of
geologic layers. The velocity vp increases slowly from top to bottom,
unlike in the Middle East model. The initial velocity model vp is also
a 1D linearly increasing model, and the density is calculated from
vp via the same empirical relationship as that used in the Middle
East model inversion. Figure 19 shows the initial vp and ρ. We also
overlap the traced rays for one shot in the initial model. The deepest
ray penetrates only to approximately 1 km. The difference between
the SEAM model and the Middle East model can also be observed
in the seismograms. The observed data shown in Figure 21A are
dominated by reflections.

The inversion setting is the same as in the Middle East model
inversion. We use the same source wavelet, consider a fixed seismic
acquisition, and also consider the same inversion strategy. As we
did in the Middle East model inversion, we select a long offset
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FIGURE 16
(A) Final synthetics in the inverted model shown in Figure 15. (B)
Difference with the observed data. The inter-bed reflections and the
scattered events are fitted. The worst fitness occurs at the long-offset
early arrivals. A more detailed comparison, seismic trace comparison,
is shown in Figure 17.

seismic trace and cut the first wavelet as the initial source wavelet.
The final model after Jc inversion is shown in Figures 20A, B, which
shows that the model is largely updated. Then, we continue the
inversion with the OT objective function Jt. The final model is
shown in Figures 20C, D. The twisted geologic structures are well-
recovered from top to bottom. The final synthetic is shown in
Figure 21B, which captures the pattern of the observed data shown
in Figure 21A. The residual shown in Figure 21C also confirms that
most of the events are matched. In the true model, the structures
in the leftmost part would reflect seismic waves outside of the
acquisition. This explains that the model is not well-recovered in the
leftmost part. This is also consistent with the fact that the non-zero
part of the residual is mainly short offset reflections.

4.2 Land seismic data application in
Sichuan Basin, Southwest China

We apply our inversion workflow to a real-land seismic dataset
recorded in Southwest China. The land seismic data have been
preprocessed to remove the surface waves and to correct for varying
topography. The seismic survey is along a straight line. It is 75-
km long. The shot spacing is not regular: it varies from 20 m
to 200 m. Totally, we have 619 shots. For each shot, the offset is
from approximately −6 to 6 km, with an inter-receiver spacing of
20 m. Thus, each shot is recorded by less than 600 geophones. The
recording time is 2 s, and the time interval is 1 m. The processed
observed data are shown in Figure 22A, which contains direct waves

FIGURE 17
The final synthetics (blue) are compared to the observed trace (red) at
short and long offsets. The phases are fitted better than the
amplitudes. The residuals (black) are shifted downward when plotting.

FIGURE 18
(A) True vp and (B) true ρ. Geologic structures are twisted.

and reflections. The maximum frequency is approximately 15 Hz,
while the lowest frequency is approximately 5 Hz. The initial model,
shown in Figure 23A, is provided by an industrial routine process
including ray tracing tomography.The initial synthetics are shown in
Figure 22B. The interleave comparison shown in Figure 22C shows
the data fitting of initial synthetics to the observed data.

Following our inversion workflow, we apply the normalized
cross-correlation objective function in the first step. The model
is updated a little bit. Then, in the second step, we parallel-
run two inversions with the conventional least-squares objective
function and OT objective function. In this second step, we
divide the frequency band into three stages with the maximum
frequency at 7 Hz, 9 Hz, and 15 Hz. In each frequency band, we
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FIGURE 19
(A) Linearly increasing initial vp and (B) deduced ρ via an empirical
relationship. The deepest ray trace penetrates to approximately 1 km.

FIGURE 20
Final model of (A) vp and (B) ρ after Jc inversion. A following Jt
inversion correctly recovers (C) vp and (D) ρ.

run two inversions with a Gaussian window σ = 0.2T and without
windows. The conventional inversion wildly updates the model,
as shown in Figure 23B. The least-squares function is a point-by-
point comparison process. Thus, the pattern of seismic events is not
honored. When the adjoint source is back-propagated to assemble
the gradient, artifacts emerge. At the end, model updating becomes

FIGURE 21
(A) Observed data. (B) Final synthetics. (C) Final residuals.

inaccurate. Figure 23C shows the final model recovery with the OT
objective function. Coherent structures are revealed. Fine structures
are reconstructed. A well log comparison at X = 45.5 km is shown
in Figure 24. The velocity down to 3 km is overestimated because
we use a constant density inversion, so the effects of density are
not taken into account in the final vp model. High-frequency model
variation is recovered. The final synthetics, shown in Figure 25A,
are closer to the observed data than the initial synthetics. The inter-
leave comparison shown in Figure 25B shows the data fitting of final
synthetics to the observed data.

5 Discussion

Cross-correlation has been used in FWI for a long time. Luo
and Schuster (1991) extracted the travel time differences from
the observed traces and the synthetic traces. A suitable window
is usually necessary to assure that the two traces contain the
same events, such as diving waves, refractions, or reflections.
Isolating early arrivals is not too difficult, and the long-wavelength
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FIGURE 22
(A) Observed data, (B) initial synthetics, and (C) initial inter-leave data
comparison.

background could be reliably retrieved. However, adding later
arrivals such as reflections to further increase the resolution of
the inverted model is not an easy task. In addition, an incorrect
source wavelet would strongly affect the travel time estimation.
van Leeuwen and Mulder (2010) improved the objective function
by exploiting the whole information on the cross-correlation instead
of only the maximum value. Restriction on the design of the time
windows is not as strict as WET. Another advantage is that the
cross-correlation function is less sensitive to the source wavelet.
The inaccuracy of the source wavelet is compensated by the adjoint
source under the cross-correlation function. The disadvantage of
the cross-correlation function is that the presence of multiple
seismic events causes cross-talk, which is why we design a widening
Gaussian window to gradually include more and more events in
this study. Starting from fitting the early arrivals, later events are
gradually incorporated.The cross-talk among events is thus carefully
controlled. Regarding when we switch from Jc to other functions,
we rely on the adjoint source (not the observed data). When the
adjoint source contains many events, it is better to stop using Jc and

FIGURE 23
(A) Initial model, (B) inverted model by conventional least-squares
function, and (C) inverted model by our inversion workflow.

switch to OT. The limitation to Jc in the presence of multiple events
could also be inferred by the current FWI studies. There are not
many academic literature studies or successful applications reported
of using Jc. It is really because the multiple seismic events cannot be
correctly handled by Jc.

Two kinds of penalty function are proposed by van Leeuwen
and Mulder (2010): a linear function and a Gaussian function.
However, we prefer to use the Gaussian function as the weighting
function. In the presence of multiple events, the cross-correlation
function contains cross-talks between different kinds of events, such
as between diving waves and reflections. The Gaussian weighting
function could mute signals at large lag-times. This raises the
question of choosing the width of the Gaussian weighting function.
In this study, we limit the maximum standard deviation to 0.2 of the
length of the seismic trace, and it helps in recovering theMiddle East
and SEAM models.

In Ricker wavelet testing, we apply a 1D OT algorithm since
only one pair of traces is present. We notice that 1D OT could
produce triangular adjoint sources in the case of simple waveform
comparison (for example, pure time shift events). This is not
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FIGURE 24
Comparison of final recovery to the well log.

FIGURE 25
(A) Final synthetics. (B) Inter-leave comparison between the final
synthetics and observed data.

a problem for the inversion. In addition, we apply the 2D OT
algorithm for FWI experiments. We process one shot gather instead
of one trace at one time. A 2D OT objective function is much
more convex than a 1D OT objective function (but 2D OT is
computationally more expensive). It does not, however, mean that
we can start from an arbitrary initial model. A reasonable model
is still needed for an OT inversion. The assumption of OT is that
the input should be positive, which is not true for oscillating seismic
signals. In our OT algorithm, being positive is implicitly assumed
when translating the OT problem to dual space. Thus, only the
residual (δps,r) instead of individual traces matters. We do not need
to shift the input seismic signals, but the assumption of being
positive is not honored. This violation, in our opinion, really affects

the convexity of the OT objective function.The benefit of the 2DOT
objective function is that it is a global pattern-matching procedure. It
is possible that the cross-correlation function could bring artifacts to
the model. However, a following OT inversion can clean the model
and produce fine structures.

In our proposed inversion workflow, we first apply the
normalized cross-correlation function and continue the inversion
with the optimal transport function. It remains unclear whether a
L2 function instead of the optimal transport function is sufficient.
We tested this. For the Middle East model inversion, a following
L2 function could recover the model as good as the optimal
transport function. That is because the seismograms are dominated
by diving waves. In the SEAM model inversion, the seismograms
are dominated by reflections. The inversion is more nonlinear than
the Middle East model inversion. A following L2 function does
not update the model retrieved by the normalized cross-correlation
function.TheOT objective function can also recover fine structures.

After carefully evaluating our inversion workflow, we apply it to
the land seismic data in Southwest China with little modifications.
We apply the cross-correlation function to update the model in
the first step, followed by applying the OT objective function in
the second step. The final model shows coherent lateral structures.
Following the first step, we also apply the least-squares function,
which showed inferior recovery.

6 Conclusion

Weproposed to gradually include seismic events in the inversion
process using Gaussian time windows and switch from a cross-
correlation objective function to an OT objective function as the
time window widens. In the first step with the cross-correlation
function, we aim to mainly update the background. In the second
stepwith anOTobjective function, we aim to simultaneously update
the source wavelets and the model parameters. For two different
geological structures, the Middle East model and the SEAM model,
we have recovered high-resolution and high-fidelity structures. At
the end, we successfully applied our inversion strategy to a real-land
seismic dataset recorded in Sichuan Basin, Southwest China, and
obtained stable and high-resolution inversion results.
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