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Editorial on the Research Topic
Applications of artificial intelligence in the oil and gas industry

This editorial summarizes the contributions to the Research Topic “Applications of
Artificial Intelligence in the Oil and Gas Industry” established under the Environmental
Informatics and Remote Sensing section of the Frontiers in Earth Science journal.

In recent years, the emergence of deep learning and big data has revolutionized many
fields, including the oil and gas industry where the application of artificial intelligence (AI)
has become increasingly popular. AI-based techniques have successfully addressed various
challenges, making it essential to maximize their potential in the oil and gas sector. This
Research Topic aims to explore the latest advances in this field and identify potential
opportunities for further development.

Liu et al. proposed a novel approach for describing and simplifying flow fields using
principal component analysis (PCA) downscaling and clustering algorithms. The PCA
technique was used to reduce the dimensionality of flow line features, which enabled an
accurate representation of flow lines without sacrificing many features. Clustering methods
were then employed to simplify the flow field by dividing different flow lines and selecting
the main flow lines in the injection-production units. This significantly improved the
visualization effect of the flow line field and alleviated the interference of complex flow lines.

Liu and Liu further explored the identification of permeability configurations between
injectors and producers in low-permeability reservoirs using machine learning methods.
They trained neural networks, support vector machines, and decision trees on the dynamic
data that affect non-linear permeability configurations. Their results indicated that support
vector machines exhibited the best validation accuracy.

Tan et al. conducted another study focusing on a deep convolutional neural network
(CNN) diagnosis model that combined multiscale normalization methods with the
dynamometer card of a pumping rod pumping well. They proposed a novel
dynamometer data preprocessing method that utilized multiple normalized
dynamometer data from the original ones as model inputs, introducing more
characteristic information and hence effectively enhancing the data’s class discrepancy.
The CNN was found to outperform the support vector machine in various working
condition diagnosis tasks.
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Kangxing et al. conducted a study on balance and correlation
analysis of oilfield injection systems based on data mining. This
study identified the optimal injection well through a dynamic
comparison of oil-water wells, analyzed the impact of injection
volume on oil production efficiency, conducted injection prediction
research, and proposed an injection prediction model. This provided
a foundation for the design of corrective measures within the block
to reduce the increase of water content, maintain production
stability, and enhance the efficiency of mechanical production
systems.

Wang et al. proposed a reservoir parameter prediction method
based on a neural random forest model. In this study, a novel hybrid
model combining neural networks and random forests was
proposed for predicting porosity and saturation based on shale
gas reservoir logging data. The ability of the proposed model to
predict porosity and saturation was discussed, and the model was
compared with baseline methods such as neural networks and
random forests.

Liu et al. analyzed XGBoost stratigraphic thickness recognition
based on logging data. They found that 12 response features selected
from field logging data can effectively identify active rock layers and
reservoirs according to the underground location in stratigraphic
thickness and reservoir recognition. Through a comprehensive
comparison of five discrimination methods, the study showed
that the XGBoost algorithm was most effective for rock and
reservoir recognition, with an average accuracy of more than 95%.

Zhang et al. used a gated recurrent neural network to
simultaneously predict multiple parameters, including porosity,
shale content, and water saturation. The Pearson product-
moment correlation coefficient showed a weak correlation
between elastic parameters and physical parameters. Nevertheless,
the model was still able to effectively capture their non-linear high-
dimensional relationship as well as accurately forecast and
regenerate the missing parts in the log data.

Mahmoud et al. used different machine learning algorithms to
evaluate the dynamic Young’s modulus of composite strata in real
time according to drilling parameters. Three machine learning
models, namely, random forest, subtractive clustering adaptive
neural fuzzy inference system, and support vector regression,
were optimized to estimate the dynamic Young’s modulus in real
time according to the measurable drilling parameters on the ground.
The results showed that the optimized machine learning models had

high accuracy in estimating the dynamic Young’s modulus
according to the measurable drilling parameters on the ground.
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