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Joint inversion of horizontal-to-vertical spectral ratios (HVSRs) and dispersion

curves (DCs) from seismic noise recordings has been extensively used to

overcome the lack of inversion uniqueness in the noise-based HVSR (NHV)

or DC inversions alone. Earthquake recordings contain information about the

structural properties of sedimentary layers and provide body-wave data

complementary to seismic noise recordings to estimate site velocity

structures, particularly in the high-frequency band. We propose a joint

inversion of the Rayleigh wave DC obtained from array measurements and

earthquake-based HVSR (EHV). The EHV is derived from earthquake motions

rather than frommicrotremors based on the diffuse-field theory of planewaves.

We investigated the complementarity of EHV and surface-wave DC in the joint

inversion through sensitivity analyses. The DC is sensitive to bedrock shear-

wave velocities in the low-frequency range and is supplemented to some

degree by the EHV in the high-frequency range. The EHV is more sensitive

to sediment thicknesses almost over the entire frequency range. The joint

inversion is implemented by a hybrid global optimization scheme that combines

genetic algorithm (GA) and simulated annealing (SA) to avoid premature

convergence in the GA. The sensitivity of inversion parameters was tested to

demonstrate that the P- and S-wave velocities and thicknesses of soil layers are

the dominant parameters influencing EHV and DC responses. The proposed

method was validated by using synthetic models to compare the joint inversion

with EHV or DC inversions alone. The joint inversion was applied to the Garner

Valley Downhole Array (GVDA) data for identifying the velocity structures of the

site based on earthquake and noise observations. The inversion results for the

P- and S-wave velocities and thicknesses of soil layers strongly suggest that the

joint inversion is an efficient method to estimate site velocity structures.
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Introduction

It is well known that the site effect can affect the

characteristics of strong ground motions and consequently

influence the distribution of damage during earthquakes. The

shear-wave velocity (VS) and thickness of soil layers are essential

parameters for the quantitative evaluation of site effects.

Empirical methods based on surface seismic recordings have

been widely used to study site effects for estimating the Vs.

profile. Among these methods, the horizontal-to-vertical spectral

ratio (HVSR) proposed by Nakamura (1989) typically has a

conspicuous peak that is a good estimator of dominant

frequency and soon became popular because of its economy

and effectiveness. Moreover, the HVSR has been widely used to

estimate velocity structures from observed earthquake ground

motions and microtremor measurements (Kawase, et al., 2018).

In this study, to make full use of the available earthquake and

noise measurement data, we propose a joint inversion of

earthquake-based HVSR (hereafter, EHV) and phase velocity

dispersion curve (hereafter, DC), where the HVSR is derived

from earthquake motions rather than from microtremors based

on the diffuse-field theory of plane waves (Kawase, et al., 2011).

Velocity profiles (particularly, the shear-wave velocity one)

are often retrieved from surface recording data of passive sources,

such as seismic ambient noise. The pioneering SPAC method

(Aki, 1957) has been widely used. This approach has been rapidly

developed through the continuous accumulation of observation

data and has gained wide interest owing to its cost effectiveness.

The shear-wave velocity profile can be obtained by the inversion

of Rayleigh wave DCs (Aki, 1957; Louie, 2001; Wathelet, 2005;

Gouedard et al., 2008; Tada et al., 2009) or by the combined

inversion of the DC and ellipticity of Rayleigh waves (e.g.,

Scherbaum et al., 2003). Generally, the Rayleigh waves DC are

derived from microtremors recorded by several instruments;

therefore, the detecting instruments should form an array

with a certain scale. In contrast, the HVSR inversion based on

single-station recordings is much more convenient. The HVSR

inversion methods can be classified into four typical categories:

(1) HVSR based on the Rayleigh wave ellipticity (Fäh et al., 2001;

Sherbaum et al., 2003), (2) HVSR based on the contributions of

Rayleigh and Love waves (Arai and Tokimatsu, 2004), (3) HVSR

based on the contribution of body waves (Herak, 2008; Bignardi

et al., 2016), and (4) HVSR based on the contribution of the body

and surface waves according to the diffuse wave field theory

(Kawase et al., 2011; Sánchez Sesma et al., 2011; Nagashima et al.,

2014). Although the HVSR inversion method is advanced, its use

is hampered by the phenomenon of the non-uniqueness of the

solution as demonstrated by Picozzi et al. (2005) and Picozzi and

Albarello (2007).

To overcome this problem, Scherbaum et al. (2003) proposed

a joint inversion of HVSR and phase velocity dispersion to

determine the soil profile. Parolai et al. (2005) and Picozzi

et al. (2005) performed joint inversions of the phase velocity

dispersion and HVSR curves. In these joint inversions, the HVSR

and DCs were obtained from ambient noise observations.

Although the forward modeling calculation of noise-based

HVSR (NHV) improved by García-Jerez et al. (2016) and

Pina-Flores et al. (2017) is more efficient than the

conventional wavenumber-integration schemes, the inversion

still needs thousands of iterations and each is time-consuming

for general applications. In contrast, the EHV can be easily

calculated by considering only the single-wavenumber

contribution of body waves (Kawase et al., 2018).

In recent years, several studies proved that the one-

dimensional (1D) velocity structure could be obtained through

the inversion of HVSR from earthquake motions (Kawase et al.,

2011; Nagashima et al., 2014). Commonly the S-wave window of

earthquake motion is adopted to calculate the EHV, under this

situation, the EHV inversion is dominated by body-wave

contributions. Therefore, it is natural to combine the EHV

with phase velocity DCs for integrating surface- and body-

wave components and they both are modeled from the

layered system properties under scrutiny. The joint inversion

can add extra constraints to reduce the non-uniqueness of the

solutions associated with the single EHV inversion. Therefore,

this strategy improves the efficiency and accuracy of the

inversion for soil profiles. For an area where EHV can be

easily obtained, the joint inversion of EHV and DC is

especially appropriate and does not impose any additional

computational cost on collecting earthquake motion data. For

example, many strong ground motion stations in western China

offer abundant earthquake recordings, but soil profiles are not

available. With the joint inversion method, these groundmotions

can be used to estimate site velocity structures if some small-scale

noise arrays are set up to extract DCs from microtremor

measurements. To the best of our knowledge, such a joint

inversion implementation has not been reported yet.

From the viewpoint of the inversion algorithm, the genetic

algorithm (GA) has been widely used to deal with sundry HVSR

measurements (Scherbaum et al., 2003; Parolai et al., 2005;

Picozzi et al., 2005). However, during the inversion process,

the algorithm tends to stall away from the global optimal

solution. This phenomenon is called premature convergence

(Mosegaard and Sambridge, 2002). To overcome this problem,

often different optimization methods are combined (Santos et al.,

2005); for example, hybrid GA and linearized (LIN) algorithms

(Picozzi and Albarello, 2007) and hybrid simulated annealing

(SA) and GA (Cui, 2004). The simulation shows that the
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premature convergence of GA and the search inefficiency of SA

can be improved simultaneously in the hybrid scheme. The

combinational strategy of SA and GA was applied to the

inversion of EHV (Rong et al., 2018). In this study, the global

optimization scheme of hybrid SA and GA was applied to the

proposed joint inversion.

In this study, we conducted the joint inversion of EHV and

phase velocity dispersion for site velocity structures. The EHV

is obtained based on the diffuse-field theory for plane waves.

In order to construct neatly the synthetic 1D diffuse

illumination. Thus, only the S-wave part (which certainly

includes other waves) is used to calculate EHV. The DC

derived from array measurements is an essential constraint

to the EHV. To delve into the effectiveness of the combined

application of these two different methods, we investigated

their complementarity in the inversion. The NHV is a

byproduct of these noise measurements. The benefit of the

joint inversion using earthquake data to determine the HVSR

comes from the fast forward computations. . . .To examine our

joint inversion in detail, we investigated the complementarity

of EHV and surface-wave DC through sensitivity analyses.

The inversion was implemented using a global optimization

algorithm of hybrid GA and SA algorithms. We discussed the

sensitivity of various parameters (S- and P-wave velocities,

thickness, and density) to the inversion. We validated the

proposed method by using a synthetic example to compare the

performances of the joint inversion of NHV and DC with

those of EHV or DC inversions alone. Finally, the joint

inversion was applied to the Garner Valley Downhole

Array (GVDA) data for identifying site velocity structures.

Methodology

Both single-station HVSR and phase velocity DCs can

capture the mechanical and structural properties of

sedimentary layers. The combined application of the two

datasets can constrain the Vs. structure better. The proposed

joint inversion includes two steps, namely, (1) the forward

calculation of EHV and DCs, and (2) the global optimization

for searching the best structural model by the hybrid GA and SA

algorithms.

Forward calculation of EHV and DCs

Arai and Tokimatsu (2004) improved the forward

calculation of HVSR from microtremor measurements by

considering the higher modes. Based on the diffuse-field

theory, Sánchez-Sesma et al. (2011) linked the average

measurements of HVSR to the intrinsic property of the

media by regarding the power spectrum of measurements

as proportional to the directional energy densities. This

simplifies the forward calculation considering the full-wave

HVSR as proportional to the imaginary part of the Green’s

function (Wu et al., 2017). . . .To extend the diffuse-field

theory to earthquake records, Kawase et al. (2011) showed

that for body waves incident to a 1D layered structure, the

EHV can be calculated as

EHV(f ) � ���
2α
β

√ ∣∣∣∣TFS(f )∣∣∣∣∣∣∣∣TFP(f )∣∣∣∣, (1)

where TFS(f) and TFP(f) are the transfer functions of the S-

and P-waves, respectively, and f represents frequency, and α and

β are the P- and S-wave velocities at the bedrock, respectively.

The application of Eq. 1 to the EHV inversion of layered

structures has been established (Kawase et al., 2011;

Nagashima et al., 2014).

We used Eq. 1 to calculate the EHV curves in the proposed

joint inversion. Figure 1A presents the theoretical EHV of the

GVDA site. The measured profile data (Bonilla et al., 2002) are

listed in Table 1. The model parameters in the table include

the P-wave velocity (VP), S-wave velocity (Vs), density (ρ), and

thickness (h) for individual layers. Based on these parameters

that define a 1D model whose properties vary with the depth,

we calculated the theoretical DC using “gpdc” program, a

routine in the GEOPSY software package (Wathelet et al.,

2020). Figure 1B shows the resulting theoretical DC for the

GVDA array site. The calculation of experimental DC was

made from microtremor measurements in and array using the

frequency-wavenumber method (Wathelet, 2005).

Objective functions for joint inversion

Since the aim of the inversion is to retrieve a 1D subsurface

structure, we need a criterion to decide which set of simulated curves

best reproduces the experimental data. Hence, we introduce an

objective function that is a positive, real valued function of the

subsurface parameters. The objective function becomes important in

the proposed joint inversion because EHV and DC are physically

different, have nonidentical dominant frequencies, and are related to

subsurface velocity profiles in distinct ways and to different degrees.

A reasonable objective function is a good representation of the

impacts of different types of data on the inversion.

The problem of determining underground velocity structures by

the joint inversion of EHV and DC can be simplified as the problem

of finding the global minimum value of the objective function that

relates soil parameters to EHV and DC curves. Following Parolai

et al. (2005), we defined the objective function as

Φ(P) � ΦDC(P) ·ΦHV(P), (2)

where ΦDC and ΦHV are the objective functions for dispersion

and EHV curves, respectively, and P= (x1,x2,x3, . . . ,xN)T is the

parameter vector of the model with N soil layers.
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Similar to Lawrence and Wiens (2004), the objective

functions ΦDC and ΦHV in Eq. 2 can be expressed as

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ΦDC(P) � (DCt(f ) −DCo(f )

max(DCo(f )) )2

ΦHV(P) � (EHVt(f ) − EHVo(f )
max(EHVo(f )) )2

, (3)

where DCt(f) and DCo(f) represent the theoretical and

observed DCs, respectively, and EHVt(f) and EHVo(f)
indicate the theoretical and observed EHV curves,

respectively. We see that Eq. 3 represents the difference in the

amplitudes and spectral shapes of the simulated and observed

curves. For multilayer soil structures, Φ(P) is usually a nonlinear
function of multiple parameters (VP, VS, h, ρ); that is, the joint

inversion is a problem of multiple extreme values.

In this study, we incorporated the SA into the GA in an

attempt to seek the global minimum of the multiple extreme

value problems. The hybrid global optimization method

considers the effects of S- and P-wave velocities, thicknesses,

and densities on the EHV and DC curves.

Inversion procedure

The global optimization method of hybrid GA and SA (Rong

et al., 2018), which was originally developed for EHV inversions,

was modified to consider the EHV and DCs simultaneously for

the joint inversion. In this hybrid implementation, the premature

convergence of GA is avoided by the SA annealing operation and

the search inefficiency of SA is improved by the GA global

optimizing operation.

We denote the set of parameters of the ith layer by pi =

(VSi,VPi,hi,ρi), with i = 1,2,3, . . . ,N. Some background parameters

should be set in advance. These parameters include the genetic

population size (M), variable dimension (maximum number of

variables considered in the inversion), binary digits, initial

temperature T0 for SA, and the iteration number of

generations (L) at a certain temperature.

The hybrid GA and SA method relies mainly on the GA and

is supplemented by the SA. We first initialize the genetic

population model by calculating its objective function and

every individual relative fitness. Each individual in the

population model is denoted by a string of binary codes with

0 and 1. Then the objective functions for individuals are

calculated and ranked. According to the ranking of objective

functions, the fitness value are normalized and assigned as values

between −2 and 2.

The fitness value describes the superiority or inferiority of

individuals. It is used to determine the next genetic operation:

selection, crossover, or mutation. The initial population can be

FIGURE 1
Forward calculation of the theoretical EHV (A) and DC (B) for the GVDA site (Bonilla et al., 2002).

TABLE 1 Measured model of GVDA site (Bonilla et al., 2002).

Layer h(m) ρ(kg/m3) VP(m/s) VS(m/s) QP QS

1 6 2000 1225 175 15 10

2 9 2000 1525 200 15 10

3 7 2200 1600 320 15 10

4 36 2400 2000 550 20 15

5 29 2800 2150 650 20 15

6 132 2800 2820 1632 50 30

7 381 2800 5190 3000 100 50

8 4400 2800 5250 3050 1000 500

9 4400 2800 6220 3490 1000 500
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evolved into the next generation. The larger the fitness of an

individual, the higher is the probability that the individual will be

reproduced and passed down into the next generation.

The SA operation is introduced to reduce the premature

convergence of the GA. In this operation, we compare the

objective functions of “child” individuals (Φchild) with “parent”

individuals (Φparent), and then we calculate their differences

(ΔΦ � Φchild − Φparent). The child individual with

ΔΦ <0 passes down into the next generation; for the other

child individuals, we must perform an annealing operation of

random disturbance by a probability of exp(−ΔΦ/Tk), where Tk

is the temperature of the kth iteration of SA. Tk decreases with

increasing number of generations (l) according to

Tk � T0 · ck−l , (4)

where c is the temperature attenuation coefficient, which is

typically a constant less than one.

The computational flow for the hybrid implementation of the

GA and SA is principally based on the GA. Figure 2 depicts the

flow chart of the inversion with the following main steps.

Step 1. Create the initial population.

Step 2. Set up the background parameters—the initial

temperature, maximum generation counts, crossover ratio,

mutation probability, etc.

Step 3. Loop over the generation counts to calculate the DCs,

EHVs, and objective functions of child individuals at the current

temperature; then, compute the fitness value of the population

based on the objective functions.

Step 4. Perform the GA operations of each generation loop to

conduct selection, crossover, and mutation.

Step 5. Perform the SA operations of each generation loop to

compare the objective functions of Φchild and Φparent to see if the

child individuals can be replaced according to random

disturbances by an acceptable probability at the current

temperature.

Step 6. Output the optimal solution to end the inversion

process.

Sensitivity analyses

The joint inversion by combining Rayleigh wave DC and

EHV is based on their complementarity in the inversion. We

investigated the complementarity and provided some

supplementation through sensitivity analyses by using a

simple model. The use of multiple parameters (VP, VS, h,

and ρ) makes the model space of inversion very large,

significantly reducing the efficiency of calculations. The

sensitivity analysis of inversion parameters can reduce the

spatial dimension of inversion problems to some extent.

Following Arai and Tokimatsu (2004), we defined the

following absolute value of the nondimensional partial

derivative of inversion parameters as the sensitivity of inversion

DP
ji(f ) � ∣∣∣∣∣∣∣∣ P

NHV(f ) zNHV(f )
zP

∣∣∣∣∣∣∣∣
P�Pji

, (5)

where Pji � (VPj, VSj, hj, ρj) represents the ith set of parameters

in the jth layer. We see that the objective function varies with

individual parameters in every soil layer. A larger DP
ji(f)

indicates the greater sensitivity of NHV(f) to Pji. Kawase

et al. (2011) demonstrated a sensitivity analysis by using a

FIGURE 2
Flow chart of the proposed joint inversion.
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simplified soil model. The model contains a single soft layer in

the half-space bedrock, with the relative parameters listed in

Table 2. We used the same model for the sensitivity analyses of

the proposed joint inversion.

In the joint inversion, parameters such as thicknesses, S- and

P-wave velocities, and densities affect the EHV, NHV, and DC

curves in distinct ways and to different degrees. The computation

of NHV was proposed by Sánchez-Sesma et al. (2011) and

corresponds to the square root of the spectral ratio of the

horizontal components of Green’s function to that of the

vertical counterpart. Based on the soil model in Table 2, we

calculatedDP
ji(f) as a function of frequency with respect to the S-

and P-wave velocities, thicknesses, and densities. The results are

shown in Figure 3. The color bar is calibrated in terms of the

variability of parameters. We considered a 0–20% variation range

of the parameters, and we increased the values of VP, VS, h, and ρ

in the sediment layer. The DP
ji(f) values indicate that the S- and

P-wave velocities and thicknesses are more sensitive than

densities in the range of 0–20 Hz. This conclusion shows that

it is reasonable to consider VS, VP, and h as the independent

variables in the joint inversion.

The HVSR can be approximately interpreted as a receiver

function in the frequency domain (Yu et al., 2017) having in

mind that neither the azimuth nor the incidence angle are

TABLE 2 A simplified soil structure (Kawase et al., 2011).

Layer h(m) ρ(kg/m3) VP(m/s) VS(m/s) Poisson’s ratio v

1 50 1800 867 500 0.25

2 ∞ 2700 5888 3400 0.25

FIGURE 3
The sensitivity of different parameters to the EHV, NHV or DC, (A) VP to the EHV, (B) VS to the EHV, (C) h to the EHV, (D) ρ to the EHV, (E) VP to the
NHV, (F) VS to the NHV, (G) h to the NHV, (H) ρ to the NHV, (I) VP to the DC, (J) VS. to the DC, (K) h to the DC, (L) ρ to the DC. The color bar is calibrated
in terms of the variability of parameters. We consider 0–20% for the variation range of parameters.
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known. We only consider it is sensitive to impedance contrasts

(i.e., strata interfaces), whereas the DC is sensitive to shear-wave

velocities. Parolai et al. (2005) found that the joint inversion of

HVSRs and DCs from seismic noise recordings can reduce the

problem of trade-off between the velocity and thickness of layers.

Picozzi et al. (2005) further showed that the bedrock S-wave

velocity can be well constrained through this joint inversion.

However, the HVSR in the previous joint inversions were based

on seismic noise recordings and therefore based on the

assumption of surface waves. However, as we know, NHV

and EHV are quite distinct in terms of their frequency

contents and propagation paths and modes because of the

differences between surface and body waves. In addition, to

the best of our knowledge, the complementarity of EHV and

surface-wave DC in inverse problems has not be specifically

clarified until now.

As a preliminary attempt in this regard, we extended

sensitivity analyses using equation (5) to identify the

complementarity of EHV and DC using the model detailed in

Table 2. We tested the sensitivity of EHV, NHV, and surface-

wave DC separately to the bedrock S-wave velocities and

sediment thicknesses. We conducted two groups of tests. For

the first group, we fixed the sediment thickness at 20 m with the

other relevant properties as listed in Table 2, and then, we

changed the bedrock S-wave velocity from 667 to 3333 m/s as

the corresponding P-wave velocity was varied from 1155 to

5773 m/s to maintain the Poisson’s ratio of the bedrock at

0.25. The sediment–bedrock impedance contrast (IC) varied

FIGURE 4
The sensitivity of bedrock S-wave velocities (A), and sediment thicknesses (B) to the EHV; The sensitivity of bedrock S-wave velocities (C), and
sediment thicknesses (D) to the NHV; The sensitivity of bedrock S-wave velocities (E), and sediment thicknesses (F) to the DC. For the (A) (C), and (E),
we fix the sediment thickness h = 20 mwith the other relevant properties listed in Table 2, and then change the bedrock S-wave velocity tomake the
sediment-bedrock impedance contrast IC = 2–10, with the color bar calibrated in terms of the sediment-bedrock impedance contrast. For the
(B), (D) and (F), we fix the bedrock S-wave velocity by setting IC = 2, and then change the sediment thickness from h0 to 5h0 (h0 = 20 m), with the
color bar calibrated in terms of sediment thicknesses for a variation range of 5%.
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FIGURE 5
The sensitivity of the DC, EHV and NHV to bedrock S-wave velocities, along with the corresponding DC, EHV and NHV curves. The left
(A,D,G,J,M,P), middle (B,E,H,K,N,Q), and right (C,F,I,L,O,R) panels result from the numerical experiments with three fixed parameter pairs of
predominant frequency and sediment thickness: (5 Hz, 25 m) (2.5 Hz, 50 m), and (1.25 Hz, 100 m). The color bar is calibrated in terms of the
sediment-bedrock impedance contrast IC = 2–10.

Frontiers in Earth Science frontiersin.org08

Mianshui et al. 10.3389/feart.2022.948697

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2022.948697


FIGURE 6
Verification of joint inversion of EHV and DC by the noise-contaminated synthetic case with the GVDAmodel. (A) The theoretical (solid line) and
noise-contaminated synthetic (red dashed line) HVSRs of the GVDA mode. (B) The theoretical (solid line) and noise-contaminated synthetic (red
dashed line) DCs of theGVDAmode. (C) Iterative convergence curve by objective functions versus generation numbers. (D) Inverted velocity profiles.
the color bar is calibrated in terms of the order of appearance of the individuals. (E) and (F) The corresponding HVSR and DC curves of all the
iterative models colored in terms of the value of objective functions which converge to the target curves (purple lines) with decreasing objective
functions.
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correspondingly from 2 to 10. We emphasize that because the

sediment velocities (see Table 2) and sediment and bedrock

densities were fixed, the sediment–bedrock IC values mainly

reflect the change in the bedrock S-wave velocities. The

fundamental resonance frequency (f0) used in these tests was

6.25 Hz because only impedance contrasts were considered. For

the second group, we fixed the bedrock S-wave velocity by setting

IC = 2 and then changed the sediment thickness from h0 to 5h0
with h0 = 20 m.

Figure 4 shows the resultant sensitivity of the EHV, NHV,

and DC to S-wave velocities (by fixing h = 20 m) and sediment

thicknesses (by fixing IC = 2). We considered a 5% variation

range for velocities and thicknesses. The EHV, NHV, and DC

exhibited different sensitivities for different frequency ranges.

The EHV is more sensitive to the variation in sediment

thicknesses almost throughout the frequency range, especially

in the high-frequency range (>10 Hz). As expected, it is less

sensitive to bedrock S-wave velocities. On the other hand, the DC

is more sensitive to changes in the bedrock shear-wave velocities

in the low-frequency range (<10 Hz), and less sensitive to

sediment thicknesses. The NHV exhibits has similar sensitivity

characteristics as the DC; for example, the NHV is also more

sensitive to changes in the bedrock shear-wave velocities in the

frequency range less than 10 Hz and less sensitive to sediment

TABLE 3 Verification of joint inversion by the noise-contaminated synthetic case with the GVDA model (see Table 1): initial and identified models.

Model Layer h(m) ρ(kg/m3) VP(m/s) VS(m/s)

Initial model 1 3.0–9.0 2000* 612.5–1837.5 87.5–262.5

2 4.5–13.5 2000* 762.5–2287.5 100.0–300.0

3 3.5–10.5 2200* 800.0–2400.0 160.0–480.0

4 18.0–54.0 2400* 1000.0–3000.0 275.0–825.0

5 14.5–43.5 2800* 1075.0–3225.0 325.0–975.0

6 63.0–198.0 2800* 1410.0–4230.0 816.0–2448.0

7 190.5–571.5 2800* 2595.0–6220.0 1500.0–3490.0

8 2200.0–6600.0 2800* 2625.0–6220.0 1525.0–3490.0

9 4400* 2800* 6220* 3490*

Identified model 1 4.3(3.5–5.5) 2000* 1444.4(940.3–1938.3) 202.8(172.7–237.8)

2 12.4(9.9–14.6) 2000* 1481.7(1210.8–1744.2) 202.5(182.1–223.5)

3 7.8(6.5–9.1) 2200* 2119.8(1655.8–2379.8) 381.8(309.0–438.5)

4 37.6(33.1–43.1) 2400* 2352.0(1930.0–2669.4) 590.2(523.5–710.8)

5 32.7(26.2–39.4) 2800* 2182.3(1740.8–2455.5) 719.6(625.6–822.9)

6 124.7(97.4–141.7) 2800* 2685.8(2260.2–3030.3) 1602.6(1239.4–1835.5)

7 502.8(349.7–596.6) 2800* 4922.0(4486.5–5246.8) 3049.5(2529.7–3458.6)

8 3754.9(2965.6–4542.2) 2800* 4639.0(4281.1–5021.3) 3249.6(3092.0–3441.0)

9 4400* 2800* 6220* 3490*

Asterisk (*) denotes fixed parameters. Values in parentheses are 95% confidence limits for parameters.

FIGURE 7
Variability of inverted parameters (Vs, Vp, and (H) for the second layer versus objective functions during the converging process, with color bars
calibrated in terms of generations. Red and black lines represent the averages and the 95% confidence limits of all the tested parameters. (A) Vs., (B)
Vp, (C) h.
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thicknesses. This is because NHV and DC are derived from

microtremor measurements, which mainly consist of surface

waves, so that the peaks associated with higher modes are not

be as prominent as those in the case of EHV. The EHV is derived

from earthquake ground motions, which mainly consist of

upwardly propagating plain body waves, and hence, the

higher mode resonances can be seen at high frequencies. This

result indicates that from the viewpoint of sensitive frequency

range, the joint inversion of the EHV and DC is more

complementary than that of the NHV and DC. The former

method can exploit the complementarity of the EHV and DC to

achieve a reliable inversion for bedrock shear-wave velocities and

sediment thicknesses.

Figure 4 clearly shows that the contribution of the EHV

covers the whole frequency range and the contribution of the DC

mainly lies in low andmiddle frequencies. It implies that the joint

inversion of EHV and DC has complementarity from the aspect

of frequency. However, the joint inversion for bedrock S-wave

velocities does not appear as reliable in the middle-to-high-

frequency band because there is almost no contribution of the

DC. We need to identify the contribution of the EHV in this

frequency band. For this purpose, the first group of tests,

described previously, to test the sensitivity of the EHV and

DC to different sediment–bedrock ICs for a sediment

thickness h = 20 m and a fundamental resonance frequency

f0 = 6.25 Hz, is extended to different sediment thicknesses

(h = 25, 50, and 100 m) and corresponding predominant

frequencies (f0 = 5, 2.5, and 1.25 Hz, respectively).

Figure 5 shows the resultant sensitivity of the EHV and DC to

bedrock S-wave velocities for three fixed predominant

FIGURE 8
The joint inversion of NHV andDC by the noise-contaminated synthetic case with theGVDAmodel (A) Iterative convergence curve by objective
functions versus iteration numbers (B) All the inverted Vs. models, the color bar is calibrated in terms of the order of appearance of the individuals. (C)
and (D) The corresponding NHV and DC curves of all the iterative models colored in terms of the value of objective functions which converge to the
target curves (purple lines) with decreasing objective functions.
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frequency–sediment thickness pairs: 5 Hz and 25 m; 2.5 Hz and

50 m; and 1.25 Hz and 100 m. We see that the EHV and DC

curves exhibit great changes for different parameter pairs. The

responses of the DC to bedrock S-wave velocities mainly lie in the

frequency range less than 2f0, whereas the EHV is sensitive to

bedrock S-wave velocities over a wide range of frequencies

around f0 and beyond. That is, the frequency complementarity

of the EHV and DC can assure the joint inversion for bedrock

shear-wave velocities.

Verification of joint inversion by a
synthetic example

We considered the example of the GVDA site to validate the

proposed joint inversion. The detailed velocity model for this site has

been studied widely (e.g. Gibbs, 1989; Pecker and Mohammadioun,

1993; Theodulidis et al., 1996). As per the details in Table 1, themodel

was improved by the best fitting of the time-domain simulations and

observed data (Bonilla et al., 2002). It has been widely used as a

standard model to test various inversion algorithms.

The theoretical EHV and DC curves of the GVDA model are

shown in Figure 1. Gaussian noise with a signal-to-noise ratio of

30 dB were added to these theoretical curves to test the

robustness of the joint inversion algorithm. The resulting

target curves are shown as red curves in Figures 6A,B.

Although no initial model is required for our hybrid global

optimization inversion, it is preferable to have one to

constrain the search range of parameters. In this synthetic

case, the P- and S-wave velocities and layer thicknesses were

used as the unknown parameters based on the parameter

sensitivity analysis described in the previous section. The

bottommost layer was used as the bedrock with its parameters

fixed in the inversion. The P- and S-wave velocities (VP0 and VS0)

and thickness (h0) of the measured GVDA model (listed in

Table 1) were used to determine the search ranges of all the

model parameters. For example, the search ranges of each layer

were set as (0.5–1.5)VP0 (0.5–1.5)VS0, and (0.5–1.5) h0 for P- and

S-wave velocities and thickness, respectively. Details of the

resultant initial model for inversion are listed in Table 3.

For the joint inversion of the EHV and DC, the background

parameters of inversion were set as follows: the number of

generations was 200; the popular size of each generation was

200; the generation gap of the GA was 0.9, the crossover rate was

0.7; the mutation rate was 0.01; and the initial temperature and

scale factor (c0) of the SA were 10 °C and 0.99, respectively. The

joint inversion process for the minimum objective function

ended at the 200th generation, with an inverted structure

model as detailed in Table 3. From Figure 6C, we see that the

objective function decreases quickly until the number of genetic

generations reaches 100, implying that the 200 generations set in

the joint inversion are reasonable for this case study. Figure 6D

shows that all the iterative models for the Vs. profile, which are

colored in terms of generations. We see that these models

converge from the searching range to a narrow white area

with an increasing number of generations. The corresponding

EHV and DC curves of all the possible models colored in terms of

values of objective functions are shown in Figures 6E,F; these

curves converge to the target curves (the best model) with

decreasing objective functions. Figure 7 shows the variability

of the inverted parameters (VS, VP, and h) for the second layer

along with the objective functions during the convergence. As the

objective functions decrease with increasing generation numbers,

and the fluctuation range of parameters gradually narrows, and

the parameters approach their best values. To estimate the

uncertainty associated with the inverted parameters, we

calculated the average of the inverted parameters (Avg.), as

shown in Table 3. We see that most inverted parameters lie in

the range of 95% confidence limits, implying that the best model

can be identified for the noise-contaminated EHVs and DCs.

To compare with the joint inversion of EHV and DC, the

“HV-Inv” program proposed by García-Jerez et al. (2016) and

Piña-Flores et al. (2017) was used to conduct a joint inversion of

the NHV and DC. The modified SA is adopted as the global

optimization method. The inversion parameters were set as

follows: the iteration number was 300; the initial population

had 200 models; the perturbation range was 10%, and the initial

temperature was controlled by the relative misfit increment and

probability of acceptance, i.e., 0.1 and 0.5, respectively; the

cooling schedule was controlled by the temperature ratio (0.9).

From Figure 8A, we see that the objective function reduces

quickly with an increase in the number of iterations.

Figure 8B shows all the inverted Vs. models. These models

converge from the search range to a narrow yellow area with

FIGURE 9
Convergence curves with normalized objective functions
versus generation numbers by three inversion methods with each
for five random numerical experiments.
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increasing order of appearance of the individuals. Meanwhile, the

NHV (Figure 8C) and DC (Figure 8D) also converge to the

corresponding target curves. These results show that the HV-Inv

is a powerful tool for obtaining subsurface velocity profiles.

Because of the vast differences between the two joint

inversion methods in terms of their mechanism and inversion

algorithms, it is difficult to directly compare them and judge

which one is better. However, from the perspective of the

inversion result, the best model identified from the joint

inversion of the EHV and DC agrees considerably better with

FIGURE 10
Comparison of the theoretical and inverted profiles, EHVs, and DCs by different inversionmethods. (A–C) The theoretical and inverted profiles,
EHVs, and DCs by proposed joint inversionmethod. (D–F) The theoretical and inverted profiles, EHVs, and DCs by the EHV inversion alone. (G–I) The
theoretical and inverted profiles, EHVs, and DCs by the DC inversion alone. For every inversion methods, five random numerical experiments are
conducted.
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FIGURE 11
(A) Comparison of observed and inverted EHVs by the joint inversion and the EHV inversion alone. The bold black dotted line denotes the
observed average EHVs. The thin black dotted lines represent the average ±1 standard deviation (SD) of observations. The red and blue lines denote
the best inverted EHVs by the joint inversion and the EHV inversion, respectively. (B) Comparison of observed and inverted DCs. The marked points
are measurement points derived from ambient noise array observations. The light error bar represents ±1 SD of observations. The black dotted
line is the fitting line of measurement points. The red and blue lines represent the best inverted DCs by the joint inversion and the EHV inversion,
respectively. (C) Comparison of convergence curves. (D) Inverted velocity profiles by the EHV inversion alone. (E) Inverted velocity profiles by the

(Continued )
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the theoretical velocity profile than the best model identified

from the joint inversion of the NHV and DC, especially for

depths less than 1000 m. Correspondingly, the genetic

generations of the joint inversion of the EHV and DC is 200,

which is less than the number of iterations for the joint inversion

of the NHV and DC, which is 400 in our case.

To highlight the advantage of joint inversion, we compared

its performance with the one of EHV or DC inversion alone. The

EHV and DC inversions follow the same procedure as the joint

inversion, except that their objective functions are ΦHV(X) and
ΦDC(X), respectively. The corresponding theoretical EHV and

DC of the GVDA model were used as the target curves (see

Figure 1). To highlight the discrepancy between these inversions,

we conducted five random numerical experiments for each

method. In these experiments, the fixed parameters,

background parameters of inversion, parameters for GA and

SA operations, and search ranges of P- and S-wave velocities and

layer thicknesses are identical to those set up previously. To

assure the convergence of the EHV and DC inversions, we set the

maximum iteration number of generations at 500 and the

popular size of each generation at 600. The resulting

convergence curves for these three inversion methods are

shown in Figure 9 in terms of the normalized objective

functions versus generation numbers. The normalized

objective function, which is defined as the objective function

normalized by its maximum value, can describe the fitting

accuracy of target curves. We see that the normalized

objective function curves decrease sharply in the first

100 generations and become flat after 500 generations. The

minimum normalized objective functions of the joint

inversion are clearly smaller than those of the other two

methods, which implies that the joint inversion is better than

the inversion only by either of the two methods.

Figure 10 shows a comparison of these inverted profiles and

the corresponding EHV and DC curves obtained by different

methods. We see that the joint inversion reproduces the

theoretical velocity profile very well (Figure 10A), and the

EHV (Figure 10B) and DC (Figure 10C) of the identified best

model agree well with the corresponding curves of the theoretical

velocity profile. The EHV inversion alone (Figures 10D–F)

FIGURE 11
joint inversion. In (D) and (E), all the tested models by both the methods are colored in terms of the order of appearance of the individuals. The
red and blue lines denote the observed and inverted model profiles, respectively.

TABLE 4 Earthquake parameters of used accelerograms and corresponding PGAs of vertical array sites.

No. Time(UTC) M Depth(km) Epi. Dis.(km) Long. (°) Lat. (°) PGA(cm/s2)

1 2008-06-03 23:06:33 2.4 16.9 4.8 −116.72 33.68 67.27

2 2017-06-09 09:24:02 2.7 13.7 6.2 −116.73 33.63 127.34

3 2013-10-16 13:43:42 2.9 17.1 4.1 −116.72 33.68 82.39

4 2018-04-20 12:33:03 2.9 18.4 5.6 −116.72 33.70 65.01

5 2008-06-03 23:06:33 3.0 16.2 5.5 −116.73 33.67 57.17

6 2006-07-30 13:32:53 3.2 15.3 11.6 −116.80 33.69 146.25

7 2016-01-09 11:43:11 3.3 13.6 9.3 −116.77 33.66 75.11

8 2005-11-08 22:03:46 3.4 12.9 15.7 −116.69 33.53 61.91

9 2013-06-28 17:45:48 3.4 15.6 5.4 −116.70 33.62 58.33

10 2009-07-26 04:54:04 3.5 14 5.8 -116.72 33.63 57.17

11 2008-11-17 12:35:42 4.1 12.2 25.6 -116.86 33.50 61.06

12 2010-01-16 12:03:26 4.3 13.9 43.7 −117.02 33.93 77.47

13 2016-01-06 14:42:35 4.4 16.7 37.9 −116.89 33.96 105.01

14 2013-03-11 16:56:06 4.7 13.1 27.3 −116.46 33.50 141.96

15 2005-06-16 20:53:26 4.9 11.6 53.4 −117.01 34.06 80.35

16 2016-06-10 08:04:39 5.2 12.3 34.1 −116.44 33.43 80.62

17 2005-06-12 15:41:46 5.2 14.2 18.1 −116.57 33.53 71.89

18 2010-07-07 23:53:34 5.4 14.0 32.5 −116.49 33.42 76.37
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achieves a good fit to the theoretical EHVs, but the fit for the

theoretical DCs is not as good as that for the joint inversion. On

the other hand, the DC inversion alone (Figures 10G–I) shows a

good fit for the theoretical DCs, but shows a bad fit for the

theoretical EHVs.

Applications to observed data

The proposed joint inversion was applied to observed data

from the GVDA site for the P- and S-wave velocities and layer

thicknesses. The observed EHV and DC curves were set as

target curves, as shown in Figure 11. The observed EHV curve

is the average of the EHV curves from several earthquakes. We

selected the effective earthquakes that could generate peak

ground accelerations greater than 20 cm/s2 and less than

150 cm/s2 in the range of 100 km. As listed in Table 4,

18 events recorded between 1 January 2004, and 31 January

2019, satisfy this requirement. These earthquakes have

magnitudes of M2.4–M5.4 with epicentral distances in the

range of 4.8–53.4 km. The resulting peak accelerations on the

surface of the site range from 57.17 to 146.25 cm/s2. We

calculated the EHV curve of each earthquake following the

data-processing steps of Rong et al. (2018). There are three

processing steps: first, the baseline correction and Chebyshev

bandpass filter with a band of 0.1–50 Hz were applied to all the

records. Second, a window of more than 5 s, beginning 0.5–1 s

before the onset of the S-wave, was taken from each record,

and the S-wave onset was visually picked by comparing the

horizontal and vertical components for each earthquake. The

minimum and maximum S-wave window durations were

5 and 10 s, respectively. Then, the S-wave Fourier spectra

were calculated and smoothed by using the Hanning window.

Finally, the EHV curve was obtained from the ratio of the

geometric mean spectra between the horizontal and vertical

components.

The observed DC curve is the fitting curve of the phase

velocities measured by Liu et al. (2000), as shown in

Figure 11B. The measured phase velocities were derived

from microtremor recordings by a 10-element nested-

triangular array of 100 m aperture on the GVDA site.

Although the observed DC curve was only available for

about 2–6 Hz, the curve is believed to play an important

role in reducing the nonuniqueness in the joint inversion. For

comparison, the EHV inversion alone was also conducted

following the same procedure and using the relevant

parameters. The number of genetic generations for both

the inversions was set as 300. The upper and lower limits

of velocity and thickness for each layer were in the following

ranges (0.5–1.5)VP0 (0.5–1.5)VS0, and (0.5–1.5)h0, with VP0,

VS0, and h0 being the P- and S-wave velocities and layer

thickness of the measured model, respectively. The other

parameters of inversion were set as follows: the popular

size of each generation was 200; the generation gap was

0.9; the crossover rate was 0.7; the mutation rate was 0.01;

and the initial temperature and scale factor (c0) of the SA were

10°C and 0.99, respectively.

Figure 11 compares the observed and inverted EHVs and

DCs for these two inversion methods. We see that the EHV

inversion produces a good fit to EHVs but shows obvious

discrepancies in the DC curves. The joint inversion produces

a good fit for both the EHVs and DCs. Figure 11 compares the

convergence curves and inverted velocity profiles obtained by

these two inversion methods. We see that the convergence

performance (see Figure 11C) of the joint inversion is much

better than that of the EHV inversion. The best model

identified from the joint inversion in Figure 11E agrees

well with the observed model profile with all the tested

models colored in terms of generations converging quickly

to a narrow white area, and the agreement is much better than

in the case of the results (see Figure 11D) obtained by only the

EHV inversion. In conclusion, the joint inversion can

effectively constrain the model by reducing the non-

uniqueness of inversion.

Conclusion

Conventional joint inversions combine the EHV and DC

curves with those obtained from array measurements. Such

inversions are regarded as the best solution to the non-

uniqueness problem arising in the case of the use of EHV

or DC inversions alone. To make full use of the additional

information of the velocity profile, we proposed an improved

joint inversion that combines the Rayleigh wave DCs

obtained from array measurements and the EHV obtained

from earthquake recordings. We investigated the

complementarity of the EHV and surface-wave DCs in the

joint inversion through sensitivity analyses. A hybrid global

optimization procedure was adopted by combining the GA

and SA algorithms. The sensitivity of the inversion

parameters was examined to reduce the spatial dimension

of inverse problems. We validated the proposed joint

inversion by considering a synthetic case of the GVDA

model and comparing the results with those obtained by

the EHV or DC inversions alone. The proposed method

was applied to observation data from the GVDA site for

the velocities and thicknesses of soil layers. The main

conclusions are summarized as follows:

1. The EHV is more sensitive to sediment thicknesses,

especially in the high-frequency range (>10 Hz), and less

sensitive to bedrock S-wave velocities. Conversely, the DC

is more sensitive to bedrock shear-wave velocities in the

low-frequency range (<10 Hz) and less sensitivity to
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sediment thicknesses. The joint inversion can exploit the

complementarity of the EHV and DC to achieve reliable

inversion for bedrock shear-wave velocities and sediment

thicknesses.

2. The responses of the DC to bedrock S-wave velocities mainly

lie in the frequency range less than 2f0, whereas the EHV is

sensitive to bedrock S-wave velocities over a wide range of

frequencies around f0 and beyond. The frequency

complementarity of the EHV and DC can assure the joint

inversion for bedrock shear-wave velocities.

3. The sensitivity of inversion parameters demonstrates that the

P- and S-wave velocities and thicknesses of soil layers are

dominant parameters that affect the EHV or DC responses. It

is reasonable to consider VS, VP, and h as the independent

variables in the joint inversion.

4. The joint inversion was validated by considering a synthetic

case of GVDA site. With increasing generations, the iterative

models converged to the measured model rapidly, with most

of the inverted model parameters lying in the range of 95%

confidence limit. The measured model was identified for the

noise-contaminated EHVs and DCs.

5. The joint inversion effectively constrained the model by

reducing the non-uniqueness of the inversion. Applications

to observed data from the GVDA site achieved perfect

convergence of the velocity profiles, with good fits for both

the EHVs and DCs. The EHV inversion alone causes obvious

discrepancies in the DCs.

Data and resources

All the information of the GVDA, Southern California, used in

this study were gathered and authorized by the Earth Research

Institute at UCSB. The corresponding observation data can be

obtained from http://www.nees.org/(last accessed April 2022). The

“gpdc” program used to calculate the theoretical DC can be obtained

fromhttp://www.geopsy.org/download.php (last accessedApril 2022).
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