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China is suffering from serious soil and water loss due to improper land use, leading to
flood and drought disasters, and industrial and agricultural reduction. The commonly used
monitoring methods of soil and water loss rely on the visual interpretation of remote
sensing images, which is time-consuming and laborious. In this study, deep learning
semantic segmentation technology was applied to monitoring land use for soil and water
conservation. Manual visual interpretation mark samples and land use products collected
in recent years were combined to construct training samples for deep learning. Deep
convolution neural network model based on ResNet152 and DeeplabV3+ was selected for
performing land use classification. Then the soil and water loss were quantified using the
Chinese Soil Loss Equation (CSLE) based on the hydrological, geographic, vegetation
cover and land use information. The experimental results show that the deep learning
model can quickly extract robust edge features from remote sensing images and has high
pixel accuracy (83.4%). Although the model accuracy was affected by the land cover types
and image quality in different study area, it can still achieve an accuracy higher than 70% in
other counties through our experiment. It can further improve the information service level
of soil and water conservation product, and provide a useful guideline for automatic land
use interpretation and identification of soil and water conservation status based on high
resolution remote sensing images.

Keywords: deep learning, soil erosion, land use classification, dynamic monitoring, semantic segmentation

INTRODUCTION

Soil and water conservation refers to the prevention and control measures taken for soil and water
loss caused by natural change and human activities, which is an important component of China’s
ecological civilization construction (Water and Soil Conservation monitoring Center of the Ministry
ofWater Resources, 2020). It is necessary to survey annually the intensity and distribution of soil and
water loss in the monitored area. Through the accumulation and analysis of multi-source observation
data, regional soil and water conservation measures can be formulated and implemented (Li et al.,
2009). The commonly used soil and water loss monitoring methods include field investigation,
remote sensing visual interpretation and machine learning classification (Jin et al., 2019). With the
advancement of China’s economy and society, and the accelerated construction of ecological
civilization, the monitoring capacity and informatization level of soil and water conservation
must be improved (Luo et al., 2008). Traditional manual interpretation and machine learning
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methods facing the challenge of monitoring a wide area many
times, especially the remote sensing technique encounter
bottlenecks such as heavy workload of manual review, difficult
ground feature identification and analysis, low efficiency for
accurate government supervision, and an urgent need for
artificial intelligence support (Jiang et al., 2021; Zhang et al., 2019).

In this study, deep learning was applied to the remote
sensing monitoring of land use for soil and water
conservation. Field investigation marks and visual
interpretation results of multi-year optical satellite images
were fully integrated and used as the training sample labels,
and a semantic segmentation model was trained and

TABLE 1 | Sample table of remote sensing interpretation marks (Part).

Mark Land use Image feature Image Photo Notes

1101 Paddy Field; Rice
field

Black grid, smooth texture, and there are
ridges between fields

Photo No: 01
Photo direction:
Southwest
Photo Date:
20180828

1302 Dry land;
Cultivated land

Green, rough texture, and there is a road to
the north of the ground

Photo No: 02
Photo direction:
South
Photo Date:
20180828

2103 Orchard; Garden
land

Green, rough, and there is a road to the
East

Photo No: 03
Photo direction:
Southwest
Photo Date:
20180827

3206 Shrub land;
Forest

Green, the texture is rough, and there are
roads to the south and west of the forest

Photo No: 04
Photo direction:
North
Photo Date:
20180829

4209 Artificial grassland Green and rectangular, the texture is
rough, and there are roads in the east and
north

Photo No: 05
Photo direction:
Southwest
Photo Date:
20180830

5111 Urban land;
Construction

White and rough, with roads to the
north. There are houses to the west and
south

Photo No: 06
Photo direction:
Northwest
Photo Date:
20180830
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optimized to achieve automatic land use interpretation and
soil and water conservation classification. The model will
shorten the working time and improve the accuracy. It can
provide land use information for the analysis of soil erosion
and water loss every year.

DATA ACQUISITION

Data Sources
The study area (104°40′̃105°15′E, 28°55′̃29°28′N) Fushun
County is located in the south of Sichuan Basin, under a
subtropical humid monsoon climate. The county covers a
total area of 1336 km2, and more than 90% of the area is hilly
topography region Ground survey was conducted in 2018 to
obtain the geographical features of typical land use categories,
based on which interpretation marks were established. Visual
interpretation of remote sensing images was conducted in
2019 to obtain the land use map. The Chinese GF-2 and ZY-3
optical satellite images were obtained in March and April of
2020 under cloudless conditions for deep learning
classification. The image spatial resolution of panchromatic
band is 2 m and the RGB bands are 8 m. The main purpose
was to select remote sensing images and relative training label
data for land use classification, evaluate the area, intensity,
and distribution of soil and water loss in each district, and
master the annual changes and the causes of soil and water
loss. Therefore, the hydrological, geographic, and vegetation
cover information was also obtained from the official
statistics and remote sensing data preprocessing.

Data Processing
According to the spatial resolution, temporal phase, spectral and
geometric characteristics of monitored objects in remote sensing
images and the field investigation records, visual interpretation
marks are established. The visual interpretation focuses on typical

land use types and large changes in the intensity of soil andwater loss
(Water and Soil Conservation monitoring Center of the Ministry of
Water Resources, 2020). The interpretation markers are derived
from ground photos and remote sensing images. The two types of
observation reflect different morphological characteristics of ground
object, which plays a role in mutual confirmation, facilitates the
efficient recognition of ground information, and improves the
interpretation accuracy. There is at least one set of remote
sensing interpretation marks for land use in each monitored
district and county. Table 1 shows an example in 2018.

Based on remote sensing images combined with interpretation
marks, human-computer interaction was used to draw map patch
boundaries and extract land use information. After the

FIGURE 1 | Dynamic monitoring of soil and water loss to land use.

FIGURE 2 | Training flowchart of the deep learning model.
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interpretation work was completed, a field check of the
interpretation results was conducted, and the interpretation
results were verified and improved to ensure that the
interpretation accuracy requirements were met. According to
the Chinese technical standard for land use classification and soil
and water conservation monitoring (Water and Soil
Conservation monitoring Center of the Ministry of Water
Resources, 2020), a vector dataset of 8 categories of remote
sensing interpretation for land use was formed for several
consecutive years since 2018.The eight categories of land
include: cultivated land, garden, wood land, grassland,
construction, transportation, water area and water conservancy
facilities, and others.

The main contents of remote sensing monitoring include the
collection of basic data, establishment of interpretation marks,
human-computer interaction, extraction of land use information,
field check of interpretation results, modification and
improvement of interpretation results, and land use monitoring
for soil and water loss. The old workflow is shown in Figure 1.

RESEARCH METHODS

The automatic interpretation of remote sensing images is similar
to that of the semantic segmentation task in machine vision. The
technology used was the same, but the application scenarios were
different (Wu et al., 2021). Semantic segmentation technology is a
type of supervised learning: to obtain the output prediction
results, the model learning is supervised and guided using real
labels and samples. Based on the achievements of remote sensing
dynamic monitoring projects of soil and water conservation over
the years, this study realizes automatic land use classification by
establishing the interpretation sample labels of various typical
land classes and continuously training the optimization
algorithm using the deep convolution neural network
classification method. Furthermore, the quality and quantity of
image interpretation sample labels are continuously optimized to
improve the accuracy of the automatic classification of all

elements of surface coverage. The DeeplabV3+ (Zhang et al.,
2019) adopted in the project was derived from a fully
convolutional network.

The main technology process includes the following
stages: model training, forecast classification, and
interpretation optimization. The first stage is the model
training stage, which includes model learning and
parameter optimization. Semantic segmentation technology
was used to realize pixel-level classification. The time
consumption of this stage depends on the complexity of
the model, the amount of data, and hardware configuration
resources. The data used in training included two parts: the
results of remote sensing image data over the years and the
vector category label corresponding to each remote sensing
image. The image was sent to the model, and after a series of
operations, such as convolution, pooling, and nonlinear
transformation, the final output was the classification
result of each pixel. Then, the output of the model was
compared with the corresponding pixel-level label, and the
difference between them was determined (i.e., the difference
between the number output by the model and the pixel value
of the actual label). Then, using the optimization method of
seeking the maximum value in mathematics, derivative and
gradient back propagation, the model parameters were
updated, and the process was repeated. The model training
process of the whole research method is shown in Figure 2.

The forecast classification is the stage that loads the trained
and learned parameter weights into the process of model
recognition. In practical applications, it belongs to the second
stage. An output pixel consistent with the image size for
classification is produced, and a classification result is
obtained. In this form, it is expressed as a gray image, and the
pixel gray value represents the category code. The stage requires
very little time, usually at the second or minute level, which
generally depends on the computing resources and the size and
complexity of the input image.

The expansion convolution with different expansion factors is
used to fuse the multi-scale information as the encoder, and then

FIGURE 3 | Deep labv3 + image segmentation network architecture.
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the characteristics of different stages of the encoder network are
up sampled as the decoder. Atrous convolution spatial pyramid
pooling was used to capture the context information of the image
in multiple scales, and then semantic segmentation was
performed through the encoder–decoder architecture to
gradually obtain a clear classification boundary. Using the
characteristics of expanded convolution, the large-resolution
feature map can be maintained after convolution so that the
spatial information is retained.

The input of the model network requires images with fixed
dimensions; however, computer hardware memory is limited and
cannot process images above a certain size. Therefore, by cutting
the image into fixed-size input, the network can process input
images of any size and reduce the requirements for hardware
resources.

The backbone network uses the residual neural network
ResNet152 (Wang et al., 2009) to extract image features and
DeeplabV3+ framework structure to realize image segmentation
(Figure 3). The output is a grid image, and its pixel value is the
classification category.

Finally, it is necessary to convert the predicted grid output into
corresponding vector data results through a series of post-
processing operations (Figure 4). The entire process from
image prediction output to vector is as follows.

1) Grid splicing: Because the output must be divided into
administrative regions, this step splits the previously input
and cropped image prediction results into an entire grid image
in the unit of administrative regions.

2) Adding spatial coordinates: Because the output raster image
has no coordinate information, it is necessary to inherit the
spatial coordinate information from the input image.

3) Filtering of small spots: Because the network predicts the
image pixel-by-pixel, there are some small spots in the output
result. According to the requirements of soil and water
conservation projects, a spot area threshold of 400 m2 can
be set, and the spot whose pixel point is less than this
threshold can be filled with the pixel value of the nearest spot.

RESULT ANALYSIS

Accuracy Evaluation
In this study, two commonly used indexes were adopted to evaluate
the performance: pixel accuracy (PA) and Frequency Weighted
Intersection over Union (FWIoU) (Helber et al., 2019; Xu et al.,
2021). For the entire study area, the larger the PA and FWIoU
values, the greater the number of correct predictions, the higher the
accuracy, and the better the performance. The remote sensing
dynamic monitoring of soil erosion in Fushun County selected in
the test was classified according to the eight-class categories, and
the accuracy indexes were PA: 0.8304 and FWIoU: 0.7175.

Although the model accuracy was affected by the land cover
types and image quality in different study area, it can still achieve
an accuracy higher than 70% in other counties through our
experiment, meets the accuracy of land use information
extraction of soil and water loss.

Field Review
Since the training and validation samples of deep learning model
were mostly derived from the interpretation marks in 2018 and
2019, field check was conducted to check the actual classification
results in 2020 base on random sampling analysis. The check
principle ensures the combination of attribute verification and

FIGURE 4 | Flow chart of image prediction vector classification.

TABLE 2 | Dynamic change statistics of land use area in Fushun County.

County Land
area
(km2)

Year Cultivated
land

Garden
land

Wood
land

Grass
land

Construction
land

Land
for

transportation

Land
for water
and water

conservancy
facilities

Other
land

Fushun 1336.00 2020 753.93 26.74 355.49 29.76 80.23 19.47 70.33 0.05
2019 746.39 32.72 351.83 32.27 85.34 17.75 69.56 0.14

Dynamic
change

7.54 −5.98 3.66 −2.51 −5.11 1.72 0.77 −0.09
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boundary inspection, and the combination of indoor inspection
and field verification. First, the correctness of patch attributes was
verified, and then the accuracy of the patch boundary and the
rationality of trade-offs was checked. At least three verification
units (1 km × 1 km) were randomly selected from each county for
on-site check of land use type spots.

The types of features selected for verification are complete to
avoid repeated selection of the same land type and ensure the
reliability of the sampling survey. In this test, three verification
areas were selected in Fushun County, including plain farming
area, residential building area, and the junction of plain and
mountainous areas, including 815 map spots in total. The field
verification results show that the number of correct map spot
attributions was 798 and the number of correct map spot location
boundaries was 750, whichmeets the principle of 90% accuracy in
the technical regulations for dynamic monitoring of soil and
water loss (Water and Soil Conservationmonitoring Center of the
Ministry of Water Resources, 2020). Finally, Table 2 shows the
dynamic change statistics in land use area of soil and water
conservation in Fushun County from 2019 to 2020.

From the effect of dynamic evaluation of land use change from
2019 to 2020, this method can meet the requirements of land use
classification accuracy, and the evaluation results can accurately
reflect the change and development trend of soil and water loss in
Fushun County.

The Chinese Soil Loss Equation (CSLE) were combined with
the hydrological geographic, vegetation cover and land use
information to calculate the layer product of seven erosion
factors, that is, rainfall erosivity, soil erodibility, slope level,
slope length, biological measures, construction measures and
cultivation measures (Water and Soil Conservation monitoring
Center of the Ministry of Water Resources, 2020). On the basis of
calculating the soil and water loss modulus, referring to the map
of land use classification and the soil erosion grading standard,
referring to the map of land use classification and the soil erosion
grading standard, the area and proportion of soil erosion intensity
were obtained, then the soil erosion distribution and intensity

were mapped through spatial interpolation analysis, as shown in
Figure 5.

CONCLUSION

In summary, deep learning methods can address the problems of
traditional remote sensing image interpretation, which is
primarily manual and visual the degree of automation is not
high, and the interpretation labor and time costs are high thus is
easily affected by human subjective judgment. This study is of
great significance for the rapid and automatic information
extraction of massive remote sensing image data, especially for
dynamic monitoring projects with multi-temporal and large area
requirement In order to build a stable and reliable model, a large
number of sample images and marks with diversity and
representativeness need to be established to strengthen the
training and application efficiency.
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