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Fast quality control (FQC) is important to deal with high-frequency observation records at
meteorological station networks in time, and may check whether the records fall within a
range of acceptable values. Threshold tests in the previous quality control methods for
monthly, daily, or hourly observation data do not work well for 0.5 Hz data at a single
station. In this study, we develop an algorithm for the automatic determination of maximum
andminimumminute thresholds for 0.5 Hz temperature data in the data collection phase of
the newly built stations. The fast threshold test based on the percentile threshold
(0.1–99.9%) and standard deviation scheme is able to efficiently identify the incorrect
data in the current minute. A visual graph is generated every minute, and the time series of
the data records and the thresholds are displayed by the automated graphical procedures.
The observations falling outside the thresholds are flagged and then a manual check is
performed. This algorithm has the higher efficiency and lower computational requirement in
identifying out the obvious outliers of 0.5 Hz data in real or near-real time observation.
Meanwhile, this algorithm can also find problems in observation instruments. This method
is applied to the quality control of 0.5 Hz data at two Tianjin experiment stations and hourly
data at one Shenyang experiment station. The results show that this fast threshold test
may be a viable option in the data collection phase. The advantage of this method is that
the computation requires less memory and the computational burden is reduced for real or
near-real time observations, so it may be extended to test other meteorological variables
measured by high-frequency measurement systems.

Keywords: fast threshold method, quality control, graphical examination, surface air temperature, automatic
determination

INTRODUCTION

Observation data at meteorological surface stations are important to understanding weather and
climate features and their evolutions, and to carry out meteorological services (Chen et al., 2011),
scientific research, meteorological forecast, etc., (Xu et al., 2013). With the progress of meteorological
observation technology, the observation accuracy and frequency of meteorological elements are
increasing. The upload frequency of meteorological observation data ranges from once an hour to
once a minute, and even reaches several times per second. This high-frequency sampling results in a
large number of observation records with an increase of newly built stations. To ensure the
completeness and accuracy of the observation records, their quality has to be checked (Ren
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et al., 2005; Hasu and Aaltonen, 2011). In addition, it is also
important to develop a quality control (QC) procedure for the
high-frequency original observation records (Houchi et al., 2015)
in some specific situations. The major goal of QC is to identify
incorrect data among the original observations. In QC
techniques, thresholds are used for the identification of the
abnormal records (Ren et al., 2005; Hasu and Aaltonen, 2011).
The QC procedures for the current Automatic Surface Weather
Observation System (AWS) include the station information
check, the missing value and eigenvalue check, the climate
extreme value behavior check, the climatological threshold
check, the time consistency check, the spatial consistency
check, and the interior consistency check among different
variables (such as hourly, daily, monthly, and yearly
temperature, humidity, pressure, wind direction and speed,
and precipitation records) (e.g., Ren et al., 2005; Ren et al.,
2007; Ren and Xiong, 2007; Wan et al., 2007; Wang et al.,
2007; Tao et al., 2009; Jiménez et al., 2010; Wang and Liu,
2012; Xu et al., 2012; Roh et al., 2013; Houchi et al., 2015;
Ren et al., 2015; Cheng et al., 2016; Kuriqi, 2016; Qi et al.,
2016; Lopez et al., 2017; Ditthakit et al., 2021). These QC
procedures can efficiently identify incorrect records.

Many studies have discussed QC techniques for
meteorological observation data (e.g., Shafer et al., 2000;
Fiebrich and Crawford, 2001; Qin et al., 2010; Liu et al., 2014;
Oh et al., 2015; Xiong et al., 2017a; Xiong et al., 2017b; Ye et al.,
2020). For example, one of the basic QC tests is to check whether
the observational records fall within a range of acceptable values.
This test proposes an algorithm for the automatic determination
of daily maximum and minimum thresholds for new
observations (Hasu and Aaltonen, 2011; Wang et al., 2014).
Some studies used monthly threshold values that are
determined on the basis of 30 years of climatic data (Hubbard
et al., 2005; Hubbard and You, 2005; Hubbard et al., 2007).
Thresholds and step change criteria were designed for the review
of single-station data to detect potential outliers (Houchi et al.,
2015). Xu et al. (2013) divided the national stations into eight
parts according to the geographic and climatic characteristics,
and proposed a QCmethod based on the extreme value, temporal
consistency, and spatial consistency checks for surface pressure
and temperature data at newly meteorological stations.

The above methods can identify outliers in the observations,
paving the way for developing QC methods of high-frequency
data (Vickers and Mahrt, 1997; Zhang et al., 2010; Li et al., 2012;
Lin et al., 2017; Ntsangwane et al., 2019; Cerlini et al., 2020). The
threshold methods are work by flagging suspicious observation
values for further inspection. In addition, the flagged details have
been discussed and the QC classes have been described (Vejen
et al., 2002). Most of previous studies are focused on threshold
methods on hourly or multiple time scales (Ye et al., 2020).
However, a uniform QC method for high-frequency raw records
is impractical (Hasu and Aaltonen, 2011), and also difficult. The
threshold methods require more computation or depend on the
observation record length. The high-frequency sampling
(minutes or 0.5 Hz) data at a new station (with a short time
series) are not easy to apply accurately for the current QC
operation. Because of the large uncertainties of estimation

related to the small samples (Hasu and Aaltonen, 2011; Ye
et al., 2020), these QC methods cannot identify false records
rapidly and well. Hence, it is necessary to develop an efficient
method for the high-frequency observation data at some stations
with short records for initial inspection of the data collection
phase before the data are transmitted to the central server.

In recent years, some high-frequency observation stations
have been established in China. Due to the cumulative amount
of the acquired data, we need to develop a new QCmethod for the
high-frequency data in advance and to find a simple and easily
method which can rapidly isolate and flag outliers in the data
collection phase before the data are transmitted to the central
server and are checked with a strict QC operational procedure.
This study proposes a simple and fast QC (FQC) algorithm to
calculate maximum and minimum thresholds for short-time raw
high-frequency (0.5 Hz) records gathered from newly
meteorological stations. This algorithm has the higher
efficiency in identifying outliers and isolating the maximal
unrealistic instrumental records. Moreover, this algorithm
offers a lower computational requirement and a graphical
display. Thus the study’s novelty is that we demonstrate the
effectiveness and feasibility of this algorithm in rapidly detecting
and flagging outliers and instrumental problems for 0.5 Hz real or
near-real time observations data. This algorithm may be used in
the data collection phase before the data enters into the QC
system and in these data processed locally on a remote data logger
of an automatic and power-limited station.

This article is organized as follows. The details of the algorithm
are given in Materials and Methods section. The application
examples of the algorithm using the data at three newly built
experiment stations and hourly data at one experiment station are
given in Results section. Discussions and Conclusions section are
given in the end. The appendix table is given in the end of the text
(Table A1).

MATERIALS AND METHODS

Data
We utilize surface (2-m) air temperature (SAT) raw observation
records with a temporal resolution of 2 s at newly-built Shenyang
experiment station (SA) and two Tianjin experiment stations (TA
and TB) from 30 April to 29 May 2016 (when the data is
continuous) (Table 1). These stations were in operation for a
few months in 2016, and the raw data were collected for
1–2 months during the test. SA is the single surface
meteorological operational station and has no information
available about the neighboring stations for reference; and TA
and TB are independent test sites, with a distance of
approximately 10 km. The long-term (2002–2018) hourly SAT
observation data at Shenyang station (with the station number
54342; SB) come from the National Meteorological Information
Centre (NMIC), referred to as hourly data from surface
meteorological stations (SMS) in China. Table 1 shows the
related information. All 0.5 Hz observations are the original
observation experimental data and have not been processed by
standard QC systems at NMIC, but these data have subjected to a
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manual data integrity check and an extreme value check by using
hourly climatic extremes based on the neighboring national
climatological station. The hourly temperature data at
Shenyang station have been checked with a strict QC
operational procedure at NMIC, that is, they are reliable, and
are used to evaluate the QC method developed in this study.

Description of the Fast Threshold Method
For 0.5 Hz data at Shenyang and Tianjin experiment stations, we
develop a QC method, that is, the fast threshold test method on
the basis of the percentile threshold technique (e.g., Hasu and
Aaltonen, 2011; Bonsal et al., 2001; Zhai and Pan, 2003) and the
standard deviation at a given bin for a given moving time
displacement interval (an updated threshold interval) (e.g.,
Houchi et al., 2015; Vickers and Mahrt, 1997; Zhang et al.,
2010; Li et al., 2012). In this method, the maximum and
minimum thresholds are used as the upper and lower limits of
the test criteria at a given bin of the high-frequency records,
respectively, and are calculated by tracking the time series of data
in each bin. On the basis of the following two assumptions. One is
that the descriptive statistics such as mean, standard deviation,
and so on are possible to estimate at the given bin, and another is
that the values are changing in time, the maximum andminimum
thresholds can be calculated and cannot be the same, which
enables a temporal averaging in the statistic determination (Hasu
and Aaltonen, 2011).Themaximum andminimum thresholds are
calculated as follows.

ximax � xm + aσ, a � 0, 1, 2, 3, . . . (1)
ximin � xn−m − aσ, a � 0, 1, 2, 3, . . . (2)

ximax ≥xi ≥ximin, (3)

σ �
�����������∑n

i−1(xi − �x)
n

,

√
(4)

p � m − 0.31
n + 0.38

, (5)

where ximax and ximin are the upper and the lower limits,
respectively; σ is the standard deviation; �x is the mean value;
a is the magnification coefficient (a � 0, 1, 2, 3, . . .). In this study,
a is set to 1. p is the given percentage; n is the number of samples
in a bin; 0.5 Hz temperature data for each bin is first ranked in
ascending order x1, x2, . . . , xn; m is the record number within
the sample size n; xm, xn−m are the initial values of the upper and
the lower limits that are specified by percentile ranks p (Bonsal
et al., 2001; Li et al., 2008); and the probability p that a random
value is less than or equal to the rank of xm is estimated by Eq. 5.
The percentile value is defined through a linear interpolation

between the closest ranks (Houchi et al., 2015). For example, if a
bin contains 900 values, the temperature representing the 99.9th
percentile is linearly interpolated between the 900th-ranked value
(x900 , p = 99.9234%) and the 899th-ranked value (x899 , p =
99.8123%). In Eq. 3, xi is accepted when the value falls within a
range from ximax to ximin; otherwise, xi will be classified as
“flagged” data and flags will be assigned to records (Højstrup,
1993; Vickers andMahrt, 1997). Meanwhile, the visual inspection
will be displayed on a PC device simultaneously and the flagging
data will further enter into a manual check. The reason for
choosing Eq. 5 to estimate the percentiles (as opposed to
fitting a statistical distribution such as gamma) include
simplicity, as well as avoiding any assumptions of the
underlying distribution (Jenkinson, 1977; Bonsal et al., 2001;
Zhai and Pan, 2003).

The threshold values (ximax and ximin) should be designed
strictly, and the potential instrument problems or outliers will be
highlighted during the visual inspection. In this study, we use the
small and large percentages for the minimum and maximum
thresholds respectively, when the observation history is short
(Hasu and Aaltonen, 2011). The percentile levels (0.1–99.9%) are
sufficient to remove the most unrealistic outliers from the
statistics in the short-term observations (Houchi et al., 2015);
and here the threshold values are defined as the 0.1th (p = 0.1%)
or the 99.9th (p = 99.9%) percentile values minus (plus) 1.0
standard deviation (a � 1) within a given bin. Considering the
experiment observation history length used in this study, the bin
size may be modified and adapted to obtain the desired amount of
data in each bin for QC statistics at stations in a given time period.
The threshold values are statistically dependent on both the data
volume in each bin and the width of the percentiles (Houchi et al.,
2015). Therefore, we test the sensitivity of the bin size in the range
of 24 to 90 min.

It should be noted that the last step in our QC method is a
manual check (that is, a visual inspection). The visual inspection
of the raw data and the “flagged” records by the automated
graphical procedures aims to identify an instrumental recording
problem or a plausible physical behavior and may assess the
accuracy of the flagging variable with simultaneously
measurement from other instruments (Vickers and Mahrt,
1997). Moreover, the “flagged” records will be removed from
the bin; otherwise, we do not update the subsequent thresholds
(Hasu and Aaltonen, 2011). This is to make sure that false values
do not affect the subsequent bin. The raw high-frequency
sampling data at Shenyang and Tianjin experiment stations
are used to verify the feasibility of the fast threshold test
method, and the results may further reflect the accuracy of the
instrument in the data collection phase. The fast threshold test

TABLE 1 | The temperature records at Shenyang and Tianjin stations.

Variable Station Date Unit Data Volume per hour Longitude (°E) Latitude (°N) Elevation (m)

Temperature Shenyang(SA) 29 April to 29 May 2016 °C 1800 124.0017 40.9278 53
Tianjin(TA) 30 April to 29 May 2016 °C 1800 117.3964 39.1091 5
Tianjin(TB) 30 April to 29 May 2016 °C 1800 117.4708 39.0306 3
Shenyang NO.54342(SB) 1 January 2002 to 31 December 2018 °C 1 123.4500 41.7333 44.7
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method has a lower computational requirement that minimizes
the rejection of physically real behavior and isolates the
maximum unrealistic instrumental records in the data
collection phase (Vickers and Mahrt, 1997; Wang et al., 2014).
It reflects the efficiency of this method in the operation and
resource occupancy.

In the following application of the fast threshold test method,
we do not discuss the flagging rates in detail because of the lack of
QC information, and we consider these data (after the manual
data integrity check and the extreme value check) as “truth
values”. Our purpose is to examine the functionality of the
algorithm, to verify the feasibility of the combination scheme
(Table 2) to newly built stations, to compare the operation
efficiency of the different combination schemes, and to find
out which combination scheme has smaller amounts of flagged
data than others.

RESULTS

Test Examples
In this section, the fast threshold test is applied to the QC of both
0.5 Hz temperature data at three experiment stations and hourly
data at one experiment station. The main results are shown as
follow.

The Fast Threshold Test for 0.5Hz Data
0.5 Hz observations are gathered at SA station from 29 April to 30
May 2016. The updated thresholds can be derived from the following
tests, in which the number of data in each bin is determined by the
given percentage (p � 99.9%, n � 690 /23min). On the other hand,
the adopted bin size is divided by 1,440min with no remainder (that

is, BS ≥ 24min). Hence, the bin size may bemodified and adapted to
obtain the desired data amount in each bin for the FQC statistics,
and the combination schemes are easy to be computed at SA station
in a given period. Here, we test it in the range of 24 min (30 × 24 =
720 values; x720 corresponds to p = 99.9042%) to 90min (30 × 90 =
2,700 values; x2698 corresponds to p = 99.9004%). In our tests, we
obtain the maximum and minimum thresholds from 15
combination schemes. In addition, we adopt the threshold check
schemes used in the previous studies based on 3 or 3.5 standard
deviations and themean valuemethod to compute the thresholds for
six combination schemes (Zhang et al., 2010; Li et al., 2012). On the
basis of the flagged values, we finally choose the optimal
combination scheme for further tests. The results are given in
Table 2.

As shown in Table 2, the average flagging percentage of
thresholds is 0.257%, which is significantly higher than the
statistical expectation of 0.1% per threshold. The average
flagging percentage of our method is 0.280%. At a 60-min bin
size, scheme 3 has 0.870% of the maximum values. At a 30 min
bin size, scheme 9 has 3.000% of the maximum values flagged.
Scheme 8 has 0.231% of the maximum values flagged. On the
contrary, schemes 1, 2, and 7 have 0.007, 0.051, and 0.000% of the
corresponded maximum values flagged at 30 or 60 min bin sizes,
respectively, schemes 13–15 have the same of the maximum
values flagged as scheme 7, and the flagging percentages of
schemes 13–21 are lower than the statistical expectation of
0.1% per threshold. The above results indicate that the
thresholds derived from these schemes (e.g., scheme 3, scheme
9, etc.) are not updated frequently enough for 0.5 Hz data, i.e., the
thresholds have not fully covered the time series, and thus more
frequent updates are required. The results may be avoided by
using a shorter given time displacement interval for the estimated

TABLE 2 | The results of threshold tests at different bins and time displacement for raw temperature data at SA on 29 April 2016, in which TDI is for a time displacement
interval (minutes), BS is for a bin size (minutes), and SD is for standard deviation.

Combination scheme
number

TDI (minutes) BS (minutes) SD Flagging Flag percentage
(%)

1 1 60 1 3 0.007
2 2 60 1 22 0.051
3 5 60 1 379 0.870
4 60 60 3.0 62 0.144
5 60 60 3.5 43 0.099
6 1 60 3.5 132 0.306
7 1 30 1 0 0.000
8 2 30 1 100 0.231
9 5 30 1 1,298 3.000
10 30 30 3.0 114 0.264
11 30 30 3.5 6 0.014
12 1 30 3.5 159 0.368
13 1 24 1 0 0.000
14 1 32 1 0 0.000
15 1 36 1 0 0.000
16 1 40 1 1 0.002
17 1 45 1 1 0.002
18 1 48 1 1 0.002
19 1 72 1 3 0.007
20 1 80 1 6 0.014
21 1 90 1 6 0.014
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thresholds. Accordingly, schemes 1, 7, 13–19 may update the
thresholds more frequently, and the flagging percentages reach
the minimal in all schemes. In contrast, when we apply the
threshold test method in the previous studies, the average
flagging percentage of thresholds is 0.199%. Scheme 5 has
0.099% of the maximum values flagged at a 60 min size, and
scheme 11 has 0.014% of the maximum values flagged at a 30 min
bin size. Compared to the result of our method, the difference in
the flagging percentage is −0.092% between schemes 1 and 5 and
is −0.014% between schemes 7, 13–15 and 11. It is evident that the
flagging percentages of the new method are significantly lower
than those of the previous threshold test method.

The selected scheme needs to provide easy and continuous
computation and a graphical display conveniently when available,
requires less memory, and can reduce the computational burden
of the computer system. A further analysis shows that scheme 1
requires 1800 (30 × 60) values, scheme 7 requires 900 (30 × 30)
values, scheme 13 requires 720 (30 × 24) values, scheme 14
requires 960 (30 × 32) values, scheme 15 requires 1,080 (30 × 36)
values, scheme 16 requires 1,200 (30 × 40) values, scheme 17
requires 1,350 (30 × 45) values, scheme 18 requires 1,440 (30 ×
48) values, and scheme 19 requires 2,160 (30 × 72) values for each
given bin. These schemes have the same time displacement
interval. The result indicates that the flagging percentages are
0–0.007% for schemes 1, 7, 13–19, and that there is only small
differences between them. The memory savings are significant
and the computational efficiency is higher for the computer
system for schemes 7 and 13. Since the 30 min bin size is
more conducive to make a calculation, and scheme 7 is
selected in the subsequent tests.

Figure 1 shows a comparison of the thresholds test results
between scheme 7 (Figure 1A) and scheme 11 (Figure 1B) at
the same given bin. When temperature drops from 19 to 15°C
within 15 min at 2–3 pm local time, scheme 7 has no flagging,
but scheme 11 has six flagging. Then, which scheme is correct?
The minutes-level precipitation this day are further
investigated (figure not shown). We find that there is

0.1 mm precipitation at 2:57 pm local time (BJT). This
temperature falling is likely caused by the occurrence of
precipitation. Hence, scheme 7 avoids unnecessary false
error flagging that is, type I flagging errors. Thus we may
preliminarily judge that the temperature falling is a plausible
physical behavior. On the other hand, the thresholds derived
from scheme 11 are not updated frequently enough for 0.5 Hz
data, so the thresholds have not covered the full time range at
3 pm local time.

To investigate whether the bin size affects the feasibility of
the fast threshold test, we adopt schemes 7 and 11 to inspect
0.5 Hz data from 30 April to 29 May 2016. Figure 2 shows the
difference between the maximum/minimum threshold and
the temperature based on the above two schemes. In Table 3,
it is seen that the flagging percentage of thresholds is 0.000%
for scheme 7 and is 0.054% for scheme 11. In Figure 2A and
Table 3, no value (red line or blue line) goes through zero for
scheme 7, and there are 703 values (red line or blue line) going
through zero for scheme 11. After examing the minutes-level
precipitation data (figure not shown), it is seen that most of
the 703 flagging data are likely caused by precipitation. The
other reasons need further investigation. We may also
preliminarily judge that the temperature change is a
plausible physical behavior. These threshold test examples
show the advantages of this new algorithm, and the thresholds
are statistically meaningful (Hasu and Aaltonen, 2011).

Furthermore, we randomly change three values beyond the
threshold for the time series in 30 days (from 30 April to 29 May
2016), and use scheme 7 to inspect them. As shown in Figures
3A–C, this scheme can flag the three artificial outliers exactly in
the raw data series from the observations in the 30 day period.
The flagging data exceed the thresholds at 1 May (Figure 3A), 9
May (Figure 3B), and 26May (Figure 3C) 2016, respectively, and
the visual inspection may further assess the accuracy of the
flagging variable.

To investigate whether the fast threshold test method can be
applied to the data at different stations, we use scheme 7 to

FIGURE 1 | The fast threshold test results for raw temperature data at SA station on 29 April 2016 (Unit: °C). (A) Scheme 7; and (B) scheme 11 (The 0.5 Hz
temperature data (green line); the upper limits per minute (the maximum thresholds, red line); and the lower limits per minute (the minimum thresholds, blue line)).
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inspect the 30 days data (from 30 April to 29 May 2016) at TA
station. As a reference, we inspect the data at the neighboring TB
station at the same time. It is seen from Figures 4A,B that the
data at both stations pass the QC inspection, there is no value (red
or blue line) going through zero when adopting scheme 7 at TA
station as well as at TB station, which implies the suitability of the
fast threshold test method at different stations. Scheme 7 verifies
the feasibility of the fast threshold test method at these new
stations, which demonstrates the efficiency of the QC scheme.

The Fast Threshold Test for Hourly
Temperature Data
This new algorithm is further applied in the hourly temperature
data at SB station from 1 January 2002 to 31 December 2018,
which indicates a change from seconds to hour level. As shown in
Figure 5, the hourly data have passed to the strict quality control
before our inspection. We test the hourly data by using the new
algorithm to explore the possibility of misjudged or unrealistic
observations existing in this dataset. Here, we still use small (p =
0.1%) and large (p = 99.9%) percentile values minus (plus) 1.0
standard deviation (a = 1) for the respective minimum and
maximum thresholds within a given bin. In view of the
history length of the hourly temperature observation data, it is
necessary to re-determine the bin size. For this purpose, a 30-days
bin size (30 × 24 = 720 values) and a 1 h time displacement
interval are used to test schemes. Meanwhile, we also adopt the

threshold test method in the previous studies for the same bin size
based on 3.5 standard deviations and themean valuemethod. The
result indicates that our algorithm may be practically
implemented for the temperature data. It is seen from
Figure 5A that all data fall within the range of acceptable
thresholds with the percentile levels of 0.1 and 99.9%. The
thresholds derived from the previous method are not updated
frequently enough for the data, i.e., the threshold series is not
sufficiently smooth (Figure 5B).

DISCUSSION

Our algorithm can successfully identify outliers for the high-
frequency observation records in the data collection phase of the
newly built meteorological stations. This method is based on
three assumptions. The first one is that the descriptive statistics
are possible to estimate for a given bin, the second one is that the
values in each bin change with time (Hasu and Aaltonen, 2011),
and the third one is that the majority of the 0.5 Hz data are “good”
data (Long and Shi, 2008). Because of periodic variations of
temperature measurement records, we need to know how the
appropriate statistics for each moment are chosen. Moreover,
when the history includes only a small number of samples of the
assumed distribution, we need to know how the descriptive
statistics are computed (Hasu and Aaltonen, 2011). In this
study, we deal with these problems using Eq. 5 for estimating
the percentiles, including the simplicity and avoiding any
assumptions of the underlying distribution in the given bin
(Jenkinson, 1977; Bonsal et al., 2001; Zhai and Pan, 2003).

Since this method is based on the statistics (such as data
percentiles, the standard deviation, and a moving box filter),
especially at new stations, we have not long observation series.
Furthermore, because of the large estimation uncertainties in
the small samples (Hasu and Aaltonen, 2011), we use a
suitable percentile value minus (plus) standard deviation
for the respective maximum and minimum thresholds

FIGURE 2 | The difference between the maximum/minimum threshold and the temperature at SA station from 30 April to 29 May 2016 (Unit: °C), in which the
maximum thresholds minus 0.5 Hz temperature (red line) and 0.5 Hz temperature minus the minimum thresholds (blue line).(A) Scheme 7; and (B) scheme 11.

TABLE 3 | The results of the fast threshold test method for raw temperature data
at SA station from 30 April to 29 May 2016, in which TDI is for a time
displacement interval (minutes), BS is for a bin size (minutes), and SD is for
standard deviation.

TDI (minutes) BS (minutes) SD Flagging Flag percentage (%)

1 30 1 0 0.000
30 30 3.5 703 0.054
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within a given bin. Obviously, the minimum threshold is set
according to a percentile related to a very small percentage (p
= 0.1%), and the maximum threshold is set using a very large
percentage (p = 99.9%). This may avoid unnecessary false
error flagging (type I flagging errors). Of course, the

percentages may also be determined according to the user’s
preference or the different types of sensors (e.g., sensor
specifications, time response, resolution, etc.).

This FQCmethod is effective and feasible to rapidly detect and
flag outliers and instrumental problems for 0.5 Hz real or near-

FIGURE 3 | Same as in Figure 1, but for scheme 7 (Unit: °C) at SA station on 1 May, 9 May, and 26 May, 2016.

FIGURE 4 | Same as in Figure 2, but for scheme 7 at TA (A); and TB (B) stations from 30 April to 29 May 2016.
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real time records in the data collection phase before the data enter
into the QC system. It is also useful to perform the data QC locally
on a remote data logger of automatic and power-limited stations.
The advantages of this method are as follows. Firstly, it does not
need a priori knowledge of the climate, and therefore it enables
the generation of statistically meaningful thresholds for newly
built stations. Secondly, the approach enables the use of
observation statistics for fast checking (Hasu and Aaltonen,
2011). Thirdly, this method does not need a lot of computing
resources. Furthermore, the method splits data into fewer bins,
which reduces the memory requirements for the computer
system. The main computations are used in determining the
thresholds and the thresholds can be updated more frequently
(every minute). Updating more frequently thresholds is also an
obvious advantage of this method. However, it is also noted that
this method only describes the expected behavior of the
measurement within a given bin period. When real or near-
real time observation records have a systematic deviation, this
method is inapplicable. Therefore, an accurate check at least a few
days after using this method and a manual check for the flagged
records are needed (Hasu and Aaltonen, 2011; Houchi et al.,
2015). Otherwise, the thresholds are not reliable enough, this also
implies that the automated algorithms should be under human
supervision in the initial stages.

Because of differences in themeteorological measurements, not all
similarly determined thresholds are meaningful to all measurements
(Hasu andAaltonen, 2011). Therefore, there is no one threshold value
that cleanly separates all instrumentation problems from unusual
physical situations. The manual checks (visual inspection) of
individual flagged records are always required (Vickers and
Mahrt, 1997), which can be implemented by investigation of the
synoptic meteorological conditions occurring around the time of the
flagged observations (Shulski et al., 2014).

Procedurally, the operation time control is also an
important issue in QC for high-frequency observation data
because the fast threshold test method needs to be performed
in a short period. Our method is only a primary

implementation that can help to screen out obvious outliers
promptly in the data collection phase (Cheng et al., 2016).
Since this method is developed based on the statistics, some
uncertainties also exist. The short-term observational records
are possibly not reliable enough when only using a basic
threshold test method (Shulski et al., 2014). Thus, the data
checked by this method should be further checked with a more
strict QC operational procedure. Moreover, to handle
unexpected problems such as misjudged observations in our
method, more studies are needed (Houchi et al., 2015).

CONCLUSION

We propose an algorithm through the automatic determination
of the maximum and minimum minute thresholds for the high-
frequency meteorological observation data in the data collection
phase of the newly built stations, and present an efficient
statistical scheme to isolate and flag non-negligible outliers
and instrumental problems from a large amount of 0.5 Hz
raw data before they are introduced into the QC system (e.g.,
Houchi et al., 2015; Vickers and Mahrt, 1997; Zhang et al., 2010;
Li et al., 2012). This method is based on the percentile threshold
(0.1–99.9%) and standard deviation, which can identify the
incorrect data in the current minute with a 30 min bin size
and a 1 min time displacement interval. A visual graph is
generated every minute, and the time series and the
thresholds are displayed by the automated graphical
procedures. Those observations that fall outside the
thresholds are flagged and then a manual check (visual
inspection) is performed (Cheng et al., 2016). The optimal
thresholds will be derived from the corresponding tests
(Houchi et al., 2015). This method is developed for the raw
high-frequency (sampled every 2 s) surface temperature
observation data. We demonstrates the effectiveness and
feasibility of this algorithm in rapidly detecting and flagging
outliers for an initial inspection of 0.5 Hz real or near-real time

FIGURE 5 | The results of the threshold test method for temperature (Unit: °C) at SB station (A) from 1 January 2002 to 31 December 2018 and (B) from 1 January
2014 to 31 December 2014.(The hourly temperature data (green line); the upper limits per hour (the maximum thresholds, red line) and the lower limits per hour (the
minimum thresholds; blue line) obtained from our algorithm, the upper limits per 30 days (the maximum thresholds; the red dotted line) and the lower limits per 30 days
(the minimum thresholds; the blue dotted line) obtained from the previous threshold test method).
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data in the data collection phase. A comparison at different
experiment stations indicates that this fast threshold test may be
a viable option in the data collection phase. Meanwhile, this
method may also be applied to other high-frequency
observation variables such as pressure, relative humidity (the
beta-distributed, Yao 1974), wind speed (Weibull-distributed,
Pang et al., 2001), and so forth .
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TABLE A1 | THE LIST OF ACRONYMS.

Number Appellation Acronyms

1 Fast Quality Control FQC
2 Quality Control QC
3 Shenyang experiment station SA
4 Tianjin experiment stations A TA
5 Tianjin experiment stations B TB
6 Shenyang NO.54342 SB
7 National Meteorological Information Centre NMIC
8 Surface Meteorological Stations in China SMS
9 Time Displacement Interval TDI
10 Bin Size BS
11 Standard Deviation SD
12 Automatic Surface Weather Observation System AWS
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