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Deep seismic sounding (DSS) profiles are one of the most powerful tools for

detecting crustal structures, and they have been deployed worldwide.

Generally, the analysis of DSS data mainly focuses on body waves, while the

surface waves are considered noise. We suggest that the surface waves in DSS

data can be used to constrain subsurface structures. In this study, we use a DSS

profile in the Piedmont and Atlantic Coastal Plain as an example to present the

usage of the DSS surface wave. Multimodal dispersion curves were extracted

from theDSS datawith the Frequency-Bessel transformmethod, andwere used

in Monte Carlo joint inversions with body wave refraction traveltimes to

constrain the shallow structures. Through the inversion, a horizontal stratum

on the surface was identified in the Piedmont, and a two-layer sedimentary

structure was identified in the Atlantic Coastal Plain. Comparisons with existing

studies verified the accuracy of the shallow structures obtained in this study,

demonstrating that the shallow velocity structure could be well constrained

with the additional constraints provided by the multimodal dispersion curves.

Thus, we believe that further research on the surface waves recorded in DSS

surveys is warranted.
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1 Introduction

Deep seismic sounding profiles (abbreviated as DSS, also known as active source

seismic wide-angle reflection/refraction profiles) are an important tool for interpreting

crustal and lithospheric structures (Chen et al., 2017). With seismic wide-angle reflections

and refractions, DSS profiles can obtain deep crustal and lithospheric velocity structures

with little prior information. A large number of DSS profiles have been constructed to
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study crustal and lithospheric structures worldwide (e.g.,

Kosminskaya, 1971; Pakiser & Mooney, 1989; Benz et al.,

1992; Mooney et al., 1998; Li et al., 2006; Hübscher & Gohl,

2014; Duan et al., 2016; Lin et al., 2019; Marzen et al., 2019; Guo e

al., 2019; Zhao &Guo et al., 2019), and their results were collected

to build global crustal models (e.g., CRUST 5.1 presented by

Mooney et al., 1998) and regional crustal models (e.g., HBCrust

1.0 presented by Duan et al., 2016; Lin et al., 2019). These models

have been used to solve a wide range of both seismological and

nonseismological problems (Mooney et al., 1998).

Generally, the P-wave phases and surface waves are clear in

most DSS datasets, and they are therefore easy to identify; in

contrast, the S-wave phases are relatively difficult to identify. The

P-and S-wave phases from the deep crust (e. g. refractions Pn and

Sn from the uppermost mantle, and the reflections PmP and SmS

fromMoho) are mainly used to constrain the middle-lower crust

and the uppermost mantle structure, while the P-and S-wave

refractions (Pg and Sg) from the basement are used to constrain

the upper crustal structure. However, surface waves are always

considered coherent noise. In shallow/near-surface geophysics,

surface wave analysis is a powerful and widely used tool for

detecting subsurface structures (e.g., Socco & Strobbia, 2004; Lu

and Zhang, 2006; Park et al., 2007; Maraschini and Foti, 2010).

Thus, we suggest that surface waves in DSS data could also be

used to constrain shallow/near-surface structures. With the

additional information from the surface wave, a finer shallow

structure (approximately 0–2 km depth) can be constrained by

the DSS data, and it will be helpful for the many studies, such as

estimating site response (Schleicher & Pratt, 2021), earthquake

ground motion simulation (Fischer et al., 1995; Frankel et al.,

2009), receiver function analysis (Zheng et al., 2005; Li et al.,

2017; Anggono et al., 2018) and tectonic evolution research

(Lawrence & Hoffman, 1993a; Marzen et al., 2020).

In this study, we extracted multimodal dispersion curves

from the onshore DSS line in the Atlantic Coastal Plain (ACP)

with the Frequency-Bessel transform (F-J) method, and then we

performed the joint inversion of the multimodal dispersion

curves and the Pg and Sg travel times to constrain the shallow

structure. A thin layer in the Piedmont and a two-layer sediment

structure in the ACP were identified with the additional

constraints provided by the dispersion curves, demonstrating

that surface wave analysis is helpful when imaging a higher

resolution shallow structure for DSS datasets.

2 Data and methods

2.1 The data

From 2014 to 2015, onshore and offshore seismic surveys

were conducted by the Eastern North American Margin

Community Seismic Experiment (ENAM-CSE) project, which

was funded by NSF-GeoPRISMS. The profiles extended from the

eastern Piedmont to the Atlantic Ocean and yielded high quality

data (P- and S-body waves and surface waves from both active

sources and earthquakes) (Lynner et al., 2020). The seismic line

FIGURE 1
Geometry of the ENAM-CSE onshore seismic lines. The black dashed lines represent the geological terrane boundaries, and the red stars
represent explosion sources. The black dots represent the seismographs. ACP denotes the Atlantic Coastal Plain. The detailed views in the figure
show the crooked-line geometries.
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used in this study is the north onshore ENAM-CSE seismic line

(Line one in Figure 1). Line one is a 220 km-long seismic line

located in Virginia and North Carolina, consisting of five

borehole explosions (182 kg bulk emulsion in each borehole)

and 708 vertical component seismographs (4.5 Hz Geospace

GS11D instruments). The spacing between the western two

shots (SP11 and SP12) is approximately 70 km, and the

spacing between the other shots is approximately 30 km. The

seismograph spacing is approximately 320 m. Both P- and

S-body waves and surface waves are visible on the seismic

record sections (Figure 2; Guo et al., 2019).

Although the acquisition geometry for the ENAM DSS Line

one is not straight (Figure 1), the azimuths of the source-receiver

raypaths (Figure 2) show that the crooked seismic line could be

considered a straight line after ~10 km offset. The seismic line

near the source is very crooked, indicating that it is better to treat

the velocity structure as laterally homogeneous when we process

the seismic data near the sources (Zelt, 1999).

2.2 The conventional DSS data processing
method

The seismic record section in the DSS data (Figure 2) is the

shot gather plotted with the reduction velocity (Vred). The y-axis

of the seismic record section map is the reduced time (Tred)

calculated by the Vredand real time:

Tred � t − offset/Vred. (1)

With the seismic record sections, we could identify and manually

pick the traveltimes according to the characteristics of each

seismic phase (Braile and Smith, 1975; Giese et al., 1976). As

the first arrivals, the Pg traveltimes are very easy to pick, and then

the Sg traveltimes can be picked under the guidance of picked Pg

traveltimes (Musacchio et al., 1997). The uncertainties of the

picked traveltimes could be evaluated by the signal-to-noise ratio

(SNR) of the seismic data (Zelt and Forsyth 1994).

After picking the traveltimes from each shot gather, 1D

models are constructed using the traveltimes and the

corresponding amplitudes with little prior information (Braile

and Smith, 1975; Giese et al., 1976). Then, an initial 2D model

along the seismic line is constructed by combining the 1D

models, and the preferred 2D model is obtained by the

inversion of all the body wave traveltimes.

Because of the large DSS source spacing and the receiver

spacing, minimum-structure models should be applied in the 1D/

2D model constructions to avoid overinterpreting the data

(Constable et al., 1987; Zelt, 1999). The desirability of the

minimum-structure model is the principle of Occam’s razor:

the velocity structure should be as simple, or as smooth as

possible to reduce the temptation to overinterpret the data

(Constable et al., 1987; Zelt, 1999). To characterize the

subsurface structure including the velocity layers with large

velocity contrast (e.g., the sediment structure in this study),

the minimum-structure model is usually the simplest layered

models fitting the DSS data. x2 is usually set as the misfit function

for minimum-structure model inversions (Zelt & Smith, 1992;

Zelt & Barton, 1998; Zelt, 1999) and is expressed as follows:

x2 � 1
n
∑
i

[(toi − tsi )/ei] (2)

where toi represents the ith value of the observed body

traveltimes, tsi represents the ith value of the calculated body

traveltimes, and ei is the uncertainty of the value toi . n is the

number of picked traveltimes. x2 � 0 represents that the fitting

errors are equal to 0, andx2 � 1 represents that the fitting errors

FIGURE 2
Azimuths of the source-receiver raypaths and seismic record
sections plotted at a reduction velocity of 6.0 km/s. In the upper
right corner of the seismic record sections, the red stars represent
the sources, and the seismic record sections are recorded by
the seismographs on the red line. Pg and Sg are the P- and S-wave
refractions respectively, and the picked traveltimes are marked by
the red lines. SW represents the surface wave. (A) Azimuths of the
SP11 source-receiver raypaths and the corresponding seismic
record section. (B) Azimuths of the SP15 source-receiver raypaths
and the corresponding seismic record section.
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are equal to the uncertainties of the picked data, indicating that

the corresponding model has already satisfied the data

(Bevington, 1969; Zelt, 1999).

2.3 Analysis methods for the surface wave

2.3.1 The F-J method for multimodal dispersion
curves extraction

The F-J method is an array-based surface wave analysis

method designed for extracting multimodal dispersion curves

from ambient noise cross-correlation functions (Wang et al.,

2019). Li & Chen (2020) extended this method to the application

of earthquake records when the azimuth range is controlled

within 90°, which could also be used for active source seismic

records. The multimodal dispersion curves obtained by this

method has been used in the imaging of many shallow/near-

surface structures (Wu et al., 2019; Yang et al., 2019;Li et al.,

2020) and deep structures (Wu et al., 2020; Zhan et al., 2020; Sun

et al., 2021).

A simple formula is used in the F-J method to retrieve the

dispersion spectrum (I(c,ω)) from Green’s function (C(r,ω))
and is expressed as follows:

I(c,ω) � ∫C(r,ω)J0(kr)rdr, (3)

FIGURE 3
F–J spectrograms extracted from 30-km-long seismic record sections. In the upper right corner of each figure, the red star represents the
source, and the F-J spectrogram is extracted from the seismic data on the red line. (A) and (B) are the spectrograms extracted from the SP11 data with
the MFJ method and MWS method, respectively. (C) and (D) are the spectrograms extracted from the SP15 data with the MFJ method and MWS
method, respectively.
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where J0(kr) is the 0th-order Bessel function of the first type. k

represents the wavenumber, r is the distance between the receiver

and the source, c denotes the velocity, and ωis the frequency. The

surface wave dispersion curves can be identified by the maximum

of I(c,ω). For the observed seismic data, C(r,ω) is the seismic

trace with offset r, so a seismic array is needed to calculate I(c,ω)
, and the dispersion curves identified from I(c,ω) are associated
with the average structure beneath the seismic array.

Recently, the F-J method has been improved to include the

multiwindow scanning (MWS) method (Li & Chen, 2020; Li

et al., 2021a, b) and modified frequency-Bessel transform

(MFJ) method (Li et al., 2021b; Xi et al., 2021; Zhou &

Chen, 2021). In the MWS method, time windows calculated

by the surface wave group velocity are applied on the seismic

traces to improve the SNR of the F-J spectrum (I(c,ω)), and
additional modes can be resolved by the MWS method (Li &

Chen, 2020). In the MFJ method, the Bessel function J0(kr) is
replaced by the Hankel function, and some of the crossed

artifacts in the F-J spectrum can be removed (Xi et al., 2021;

Zhou & Chen, 2021). In this study, both the MWS and MFJ

methods were applied to extract the dispersion curves from

the DSS data.

2.3.2 The inversion scheme
Since Pg, Sg and the surface waves are visible in the ACP DSS

data, we suggest that the joint inversion of body wave refraction

traveltimes and dispersion curves should be performed to

constrain the shallow structure. In addition, to ensure that our

inversion scheme can be conveniently applied to most of the

existing DSS data, the inversion scheme with surface waves

should be as close as possible to the inversion scheme of

conventional DSS data processing. We first use all seismic

data (multimodal dispersion curves, Pg and Sg travel times) in

each shot gather to construct 1D models, and then construct the

2D model by using the interpolation of these 1D models.

In this study, the Monte Carlo inversion method (Socco and

Boiero, 2008; Maraschini and Foti, 2010.) was used to construct

1D models with the extracted dispersion curves and Pg and Sg

traveltimes. In the Monte Carlo inversion, generous random

initial models were generated to perform the model parameter

space sampling, and the preferred models were selected

according to the acceptance criterion from the initial models.

The acceptance criterion of the Monte Carlo method for the joint

inversion of Pg and Sg traveltimes and multimodal dispersion

curves is as follows:

x2
p ≤ 1& x2

s ≤ 1&x2
dis ≤ 1, (4)

where x2
p , x2

s and x2
disare the x2 of Pg, Sg and the multimodal

dispersion curves respectively.

The x2 of Pg and Sg are calculated by Eq. 2. The calculation

of the multimodal dispersion curves x2
dis should avoid the

errors caused by associating a picked dispersion curve with an

incorrect mode number (Maraschini et al., 2010). To solve this

problem, we calculated the errors between a picked dispersion

curve and each of the calculated multimodal dispersion

curves, and then the picked dispersion curve was associated

with the calculated dispersion curve corresponding to

minimum error. The error between the jth picked

dispersion curve and the kth calculated multimodal

dispersion curves is calculated as follows:

FIGURE 4
The multimodal dispersion curves picked from the F-J spectrograms. The black dots are the picked dispersion curves. The white vertical lines
are the uncertainties of the picked dispersion curves. In the upper right corner of each figure, the stars represent the sources, and the F-J
spectrograms are extracted from seismic data on the red lines. (A) Themultimodal dispersion curves picked from the 0–30 km offset seismic record
section of SP11. (B) The multimodal dispersion curves picked from the 0–30 km offset seismic record section of SP15.
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fjk � 1
nj

∑
i

[(Vo

ij − Vs
ik)/eij] (5)

where fjk denotes the error between the jth picked dispersion

curve and the kth calculated dispersion curve, and nj is the

number of values in the jth picked dispersion curve.; Vo
ij and Vs

ik

are the ith values in the jth pickedmodal dispersion curve and the

kth calculated modal dispersion curve respectively, and eij is the

uncertainty of the picked value Vo
ij.

The jth picked dispersion curve is associated with the

calculated dispersion curve corresponding to minimum error,

so the fitting error xjof the jth picked dispersion curve is as

follows:

xj � min(fj1, fj2, . . . , fjk ). (6)

The χ2dis of the picked multimodal dispersion curves is the

average fitting error of all picked dispersion curves, and is

expressed as follows:

x2
dis �

1
m
∑
j

xj, (7)

where m is the number of picked dispersion curves.

3 Results

3.1 Multimodal dispersion curves
extracted from the DSS data

To implement the F-J method on the DSS data, we should

transform the seismic traces from the time domain C(r, t) to the
frequency domainC(r,ω) using Fourier transform.WithC(r,ω)
observed in different traces (rs), I(c,ω) can be numerically

integrated by Eq. 3, and then, the F-J spectrogram is plotted

with I(c,ω) to pick dispersion curves and corresponding

uncertainties. For each shot gather, we first divided the

seismic line to 30 km-long segments, which is equal to the

FIGURE 5
F–J spectrograms extracted from the 10-km-long seismic record sections. In the upper right corner of each figure, the stars represent the
sources, and the F-J spectrograms are extracted from seismic data on the red lines. The black dots in (a)–(c) are the dispersion curves picked from
the 30-km-long SP11 F-J spectrograms (Figure 4A), and the black dots in (D–F) are the dispersion curves picked from the 30-km-long SP15 F-J
spectrograms (Figure 4B). (A–C) are the F-J spectrograms extracted from the 0–10 km offset, 10–20 km offset, and 20–30 km offset of SP11,
respectively. (D–F) are the F-J spectrograms extracted from the 20–30 km offset, 10–20 km offset, and 0–10 km offset of SP15, respectively.
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shot source spacing, to extract the dispersion curves. Then, the

multimodal dispersion curves were extracted from the shorter

segments to increase the lateral resolution of the inversion result.

3.1.1 Multimodal dispersion curves extracted
from the 30-km-long seismic record sections

Figure 3 shows the F-J spectrograms extracted from the

0–30 km offset seismic record section of SP11 and SP15 with

the MFJ and MWS methods. Two dispersion curves are visible in

the spectrograms of SP11 (Figures 3A,B). The higher modal

dispersion curve is not clear in the MFJ spectrogram (Figure 3A),

but it can be greatly enhanced by the MWS method (Figure 3B).

Three dispersion curves are visible in all of the spectrograms of

SP15 (Figures 3C,D). It is noteworthy that a vertical signal

(marked by the ellipse in Figure 3C) exists in the spectrogram

extracted by the MFJ method. Compared with the F-J

spectrogram obtained by the original F-J method

(Supplementary Figure S6A), this vertical signal is attenuated

by the MWS method (Figure 3D) but enhanced by the MFJ

method (Figure 3C), so it is difficult to determine whether this

vertical signal is a dispersion curve or an artifact. We ignore this

confusing “vertical signal” for now and will discuss whether it is a

dispersion curve using the inversion results.

FIGURE 6
The results of the joint Monte Carlo inversion with the multimodal dispersion curves and the Pg and Sg travel times from the SP11 seismic data.
(A) The black lines are the calculated dispersion curves of the accepted models, the red lines are the calculated dispersion curves of the best fitting
model, and the white dots are the picked dispersion curves. In the upper right corner, the red star represents the source, and the F-J spectrogram is
extracted from the seismic data on the red line. (B) The black lines are the acceptedmodels, and the red line is the best fitting model. The green
lines are the boundaries of the model parameters, and 106 initial two-layer models were randomly generated between the green lines. (C) The red
lines are the picked Pg and Sg, and the blue dashed lines are the calculated Pg and Sg of the accepted models.

TABLE 1 The models fitting the SP11 seismic data.

Accepted model Vs.1 (km/s) Vs.2 (km/s) T1 (km)

model 1 2.87 3.51 0.43

model 2 2.88 3.49 0.42

model 3 2.89 3.49 0.44

model 4 2.94 3.48 0.46

model 5* 2.87 3.48 0.42

model 6 2.89 3.51 0.44

model 7 2.89 3.46 0.42

model 8 2.87 3.50 0.43

model 9 2.87 3.49 0.42

*Thea best fitting model
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The dispersion curves are picked from the overtones of the

F-J spectrograms, and the uncertainties of the dispersion curves

are set to the widths of the red overtones in the F-J spectrograms

(Figure 4). Because of the “vertical signal”, it is difficult to

associate the picked dispersion curves with correct mode

numbers. Thus, the picked dispersion curves are named mode

1, mode 2, and mode three for convenience.

3.1.2 Multimodal dispersion curves extracted
from the 10-km-long seismic record sections

We successfully extracted F-J spectrograms from the 10-

km-long seismic record sections (Figure 5). For the F-J

spectrograms extracted from the 10-km-long SP11 data

(Figures 5A–C), the overtones are nearly located in the

same place, indicating the subsurface structure within

30 km offset of SP11 is nearly laterally homogenous. For

the F-J spectrograms extracted from the 10-km-long

SP15 data (Figures 5D–F), the variation in the overtones

suggests that the phase wave velocities gradually increase

from the 0 km offset to the 30 km offset of SP15.

Overall, we applied the F-J method to the seismic data of the

ENAM Line1, and multimodal dispersion curves could be

successfully obtained within a 30 km offset of SP11 and

between SP14 and SP15. The shortest segment that can be

FIGURE 7
The results of the joint Monte Carlo inversion with the multimodal dispersion curves and the Pg and Sg travel times from the SP15 seismic data.
In the upper right corner of (A–G), the red star represents the source, and the F-J spectrogram is extracted from the seismic data on the red line.
(A–G) are the dispersion curves of the acceptedmodels one to seven in Table 2. (H) The red lines are the picked Pg and Sg, and the blue dashed lines
are the calculated Pg and Sg of the accepted models in Table 2.
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used to extract dispersion curves is approximately 10 km.

However, dispersion curves cannot be obtained from the

seismic data between SP12 and SP14. Guo et al. (2019)

showed that the jump of refractions, the disappearance of

refractions and very curved refractions are visible in the

seismic record section between SP12 and SP14, suggesting a

large lateral variation in the shallow structure between SP12 and

SP14. Generally, in array-based surface wave analyses such as the

F-J method, the obtained dispersion curves are regarded as an

average effect of the structure beneath the array, so we inferred

that the failure of applying the F-J method to the seismic data

between SP12 and SP14 may be related to the complex shallow

structure.

3.2 The inversion results

To obtain the minimum-structure 1D model, we first used

two-layer models to perform the inversion. If the inversion failed,

the three-layer models were used to perform the inversion

instead.

3.2.1 The velocity models constrained by the 30-
km-long seismic record section from SP11

Two-layer models were successfully used to perform the joint

inversion of the multimodal dispersion curves and the Pg and Sg

traveltimes from seismic data within a 30 km offset of SP11. The

model spacing for the Monte Carlo inversion included

FIGURE 8
The accepted models in Table 2. (A) The green lines are the limits of the model parameters, and 106 initial three-layer models were generated
between the green lines. The red line represents model one in Table 2, the blue lines represent models six and seven in Table 2, and the black lines
represent the other models. (B) The best fitting model (model four in Table 2).

TABLE 2 The models fitting the SP15 seismic data.

Accepted model Vs.1 (km/s) Vs.2 (km/s) Vp1/Vs.1 Vp2/Vs.2 T1 (km) T2 (km)

model 1 1.11 3.4 1.10 1.4 0.36 1.32

model 2 1.71 3.47 1.37 1.25 0.82 0.72

model 3 1.57 3.46 1.44 1.24 0.7 0.78

model 4* 1.42 3.42 1.31 1.53 0.59 1.32

model 5 1.16 3.46 1.68 1.39 0.50 1.46

model 6 2.09 3.4 1.10 1.49 0.98 0.40

model 7 2.11 3.32 1.10 1.60 1.00 0.46

Note: Themodels are three-layermodels, and the S- and P-wave velocities of the third layer are 3.5 km/s and 6.0 km/s, respectively. Themodels including the 1.10 Vp/Vs. ratio (models 1, 6,

and 7) could further be excluded by the “vertical signal” the near mode one dispersion curve.

*The best fitting model.
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3 parameters: Vs.1 and Vs.2 denoting the S-wave velocities of the

first and second layers respectively, and T1 denoting the

thickness of the first layer. The P-wave velocities were

calculated by Vs.1 and Vs.2 with the empirical Vp-Vs relation

(Brocher, 2005) during the inversion. The upper and lower limits

of Vs.1, Vs.2 and T1 were 0.5–3.5 km/s, 3.0–3.8 km/s and

0.2–3 km (shown as the green lines in Figure 6B), respectively.

A total of 106 two-layer models were randomly generated in the

model space, and nine models (Figure 6B; Table 1) were accepted

by the acceptance criterion of the joint inversion (Eq. 4). In the

model space, the accepted models (Figure 6B) were concentrated

in a very small range, indicating that high resolution shallow

structure was constrained by the inversion.

3.2.2 The velocity models constrained by the 30-
km-long seismic record section from SP15

According to a previous study on body wave arrivals (Guo et al.,

2019), the average Vp/Vs. ratio of the ACP sediment may be much

lower than the empirical value calculated by Brocher (2005),

indicating that the Vp/Vs. ratio should be introduced as a variable

in the inversion of the SP15 seismic data. A total of 106 two-layer

models were randomly generated to perform the Monte Carlo

inversion, but none of the models were accepted by the acceptance

criterion (Eq. 4), so the three-layer models were used to perform the

inversion.

Based on the prior information provided by the DSS body

wave traveltimes analysis (Guo et al., 2019), the bottom layer

(third layer) of the three-layer models was set as the basement,

and the corresponding P- and S-wave velocities were 6.0 km/s

and 3.5 km/s, respectively. There are six model parameters in

the model space: Vs.1 and Vs.2 denoting the S-wave velocities

of the first two layers, the corresponding Vp1/Vs.1 ratio and

Vp2/Vs.2 ratio and thicknesses T1 and T2. The upper and

lower limits of the model parameters were set as follows:

0.5–3.0 km/s for Vs.1, 0.5–3.49 km/s for Vs.2, 1.1–5.0 for both

Vp1/Vs.1 and Vp2/Vs.2 and 0.two to two km for both T1 and

FIGURE 9
The analysis of the F-J spectrograms extracted from the 10-km-long seismic record sections. In the upper right corners of (A–C), the red stars
represent the source, and the F-J spectrograms are extracted from the seismic data on the red lines. In the titles of (A–C), T1 represents the first layer
thickness of the best fittingmodel (model 4) in Table 2. The F-J spectrograms in (A), (B), (C) are extracted from the 20–30 kmoffset, 10–20 kmoffset,
and 0–10 kmoffset of SP15 seismic data respectively. The dispersion curves in each F-J spectrogramwere calculated by (A) themodel obtained
by subtracting 0.03 km from the first layer thickness of model 4; (B) the model obtained by adding 0.02 km to the first layer thickness of model four;
and (C) the model obtained by adding 0.08 km to the first layer thickness of model 4. (D) The 2D minimum-structure model constructed by
combining the three 1D models of (A–C).
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T2. In addition, the sum of the first two layer thicknesses was

less than 3 km.

Seven models were selected from the 106 initial three-

layer models according to the acceptance criterion (Eq. 4).

The dispersion curves of the accepted models are very

different from each other, so we plotted them separately in

Figure 7. All of the accepted model parameters are shown in

Table 2 and Figure 8, and the best fitting model is model 4

(Figure 8B).

In the analysis of the SP15 F-J spectrograms, it was not clear

that the “vertical signal” near the mode one dispersion curve is a

dispersion curve. The dispersion curves of accepted models two

to five show that there is a dispersion curve near the “vertical

signal”, suggesting that this “vertical signal” is the low-resolution

image of a dispersion curve. By confirming that the “vertical

signal” is a dispersion curve, it is further proved that the F-J

method is an effective surface wave analysis method for DSS data.

In addition, the models 1, 6, and seven could be excluded from

the accepted models because: these models produce dispersion

curves between the picked mode one and mode two dispersion

curves, but these dispersion curves are far from the “vertical

signal”.

3.2.3 The velocity models/2D velocity model
constrained by the 10-km-long seismic record
sections from SP15

The Rayleigh wave phase velocities shown in the 10 km-

long F-J spectrograms of SP15 (Figures 5D–F) decrease

gradually from west to the east (from 30 km offset to 0 km

offset), while the sediment thickness presented by the drill

hole data (Lawrence & Hoffman, 1993b) increases gradually

from west to east. It seems that the variation in the Rayleigh

wave phase velocities is caused by the variation of the

sediment thickness (Socco & Boiero, 2008). Therefore, we

changed the layer thicknesses of the best fitting model (model

four in Table 2) to fit the F-J spectrograms extracted from the

10-km-long seismic record sections. We successively reduced

the first layer thickness of mode four by 0.03 km, increased the

first layer thickness of mode four by 0.02 km, and increased

the first layer thickness of mode four by 0.08 km. Then the

dispersion curves calculated from the corresponding 1D

models could fit the spectrograms from the 20–30 km

offset, 10–20 km offset and 0–10 km offset, respectively

(Figure 9). The 2D shallow structure (Figure 9D) was then

constructed by the three 1D models.

4 Discussion

4.1 The sensitivity of the seismic data

To explore the sensitivity of the multimodal dispersion

curves and the Pg and Sg traveltimes, we performed Monte

Carlo inversion with the subset data of the SP11 and SP15 data.

4.1.1 The sensitivity of the SP11 seismic data
In the Piedmont, the reduced Pg traveltimes (Figure 2A)

are slightly larger than zero, suggesting that a thin layer should

exist on the surface. However, detailed information about this

layer cannot be constrained by the Pg and Sg traveltimes

inversion (Guo et al., 2019), indicating that the Pg and Sg

traveltimes are not sensitive to the velocity and thickness of

this layer.

We performed the Monte Carlo inversion only with the

fundamental dispersion curve (the picked mode 1), and the

low-resolution layered structure on the surface (black lines in

Figure 10) was constrained by the fundamental dispersion curve.

With the joint inversion of the fundamental dispersion curve and

the Pg and Sg traveltimes, the bottom layer velocity could be

further constrained (blue lines in Figure 10), demonstrating that

the Pg and Sg traveltimes are mainly sensitive to the velocity of

the bottom layer. With the joint inversion of the fundamental

and first dispersion curves, both the velocities and thickness were

further constrained, and the range of the accepted models (red

lines in Figure 10) is close to the range of the models accepted by

the joint inversion of the multimodal dispersion curves and the

FIGURE 10
The inversion results with the subset data of the SP11 seismic
data. The black lines are models obtained by the fundamental
dispersion curve; blue lines are models obtained by the joint
inversion of the fundamental dispersion curve and the Pg and
Sg traveltimes; and red lines are models obtained by the joint
inversion of the fundamental and first dispersion curves.
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Pg and Sg traveltimes (Figure 6). It is suggested that the

multimodal dispersion curves could be sensitive to both the

velocity and layer thickness and that the body wave

traveltimes only play a minor role in the joint inversion of

SP11 data.

4.1.2 The sensitivity of the SP15 seismic data
In the ACP, the Pg reduced times are nearly flat between the

0 km offset and 30 km offset of SP15 (Figure 2B), while there are

obvious differences between the 10-km-long F-J spectrograms

(Figures 5D–F), suggesting that the dispersion curves are more

sensitive to lateral variation in the sediment structure than the

refraction traveltimes. The variation in the first layer thickness of

the 2D model does not introduce significant errors in the Pg and

Sg traveltimes, confirming that the multimodal dispersion curves

could be much more sensitive to the first sedimentary layer

thickness than the refraction traveltimes.

We adjusted the second layer thickness of the accepted

models and found that halving the thickness of the second

layer did not introduce significant errors into the dispersion

curves, suggesting that the dispersion curves exerted little

constraint on the second layer. Because the Pg and Sg

traveltimes are determined by the basement velocity and the

quotient of sedimentary thickness and velocity, the Pg and Sg

traveltimes also provide little constraint on the second layer.

Although both the dispersion curves and the body wave

traveltimes exerted little constraint on the second layer, this layer

was still constrained by the joint inversion of the dispersion

curves and the Pg and Sg traveltimes, suggesting that the join

inversion of body waves and surface waves is an effective way to

improve the resolution of subsurface structures. We performed

the joint inversions with themultimodal dispersion curves and Sg

traveltimes, and the results were presented in Figures 11A,B. We

also performed the joint inversions with the multimodal

dispersion curves and Pg traveltimes respectively, and the

results were presented in Figures 11C,D. The contradictory

results accepted by different subset data (Figures 11A,B and

Figures 11C,D) demonstrate that a completed seismic dataset,

including the surface waves and the P-and S- body waves, is

helpful to constrain the fine subsurface structure.

FIGURE 11
The inversion results with the subset data of the SP15 seismic data. A total of 106 two-layermodels were randomly generated in themodel space
outlined by the black dashed box in (A) and (C). The blue dots in (A) and (C) are themodels accepted bymultimodal dispersion curves. The red dots in
(A) are the models accepted by the multimodal dispersion curves and the Sg traveltimes, and the red dots in (C) are the models accepted by the
multimodal dispersion curves and Pg traveltimes. (B) and (D) present accepted models (the red dots in (a) and (C)) with the Vs-depth relation.
The contradictory results accepted by different subset data demonstrate that it is important to use both the surface waves and the P-and S-body
waves to constrain the subsurface structure.
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4.2 Comparisons with the existing results

In the Piedmont, the velocities of the thin layer agree with the

near-surface velocities constrained by the seismic-wave

propagation of the Mw5.8 earthquake (Figure 12, Pollitz and

Mooney, 2014). In the ACP, our study revealed a two-layer

sediment structure, while only one sediment layer was identified

by conventional DSS data processing (Guo et al., 2019). The

offshore ENAM-CSE seismic lines (Figure 12) indicate that the

sediment in the ocean consists of two layers (Shuck et al., 2019;

Lynner et al., 2020), and the P-wave velocities in the ocean

sedimentary layers are approximately consistent with the P-wave

velocities in our models. Catchings et al. (2008) (Figure 12)

constrained the shallow P-wave velocity structure of the ACP

with a 30 km-long shallow seismic reflection/refraction survey in

Delmarva Peninsula, Virginia, and the P-wave tomograph they

presented is also approximately consistent with the two-layer

sediment structure obtained by our study. With the results from

Shuck et al. (2019), Catchings et al. (2008) and our study, we infer

that the two-layer sediment structure extends from the ocean to

the land.

The sedimentary Vp/Vs. ratios constrained by this study are

much lower than the empirical values (Brocher, 2005), but

experimental data samples have shown that extremely low

sedimentary Vp/Vs. ratios are not unusual (Kassab & Weller,

2015; Zaitsev et al., 2017). Combined with the surface lithology

(King& Beikman 1974; Glover & Klitgord 1995) in the ACP and

the studies on low sedimentary Vp/Vs. ratios (Gregory, 1976;

Christensen, 1996; Salem, 2000; Brocher, 2005; Mavko et al.,

2009; Kassab & Weller, 2015), we inferred that the low Vp/Vs.

ratios in this study may be associated with high quartz content

(Christensen, 1996; Brocher, 2005) and/or groundwater

undersaturation (Gregory, 1976; Christensen, 1996; Salem,

2000; Mavko et al., 2009; Kassab & Weller, 2015; Berg et al.,

2021).

5 Conclusion

In this study, we extracted the multimodal dispersion curves

from DSS data in the Piedmont and ACP with the F-J method

and constrained the shallow velocity structure with the Monte

Carlo inversion of the multimodal dispersion curves and the

body wave refraction traveltimes. A ~0.42 km thick layer in the

Piedmont and a two-layer sediment structure in the ACP are

effectively constrained by the joint inversions. These subsurface

structures are not identified in the conventional DSS data

processing, indicating that the resolution of the shallow/near-

surface structure (0–2 km depth) could be improved by

extracting dispersion curves from the DSS data.

Since clear surface waves are also observed and consider

noise in deep seismic reflection and shallow seismic reflection/

refraction experiments, it is suggested that analysis of surface

waves recorded by these seismic experiments would also be

worthwhile.
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