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The computer vision inspection of surface cracks in concrete structures has the
characteristics of convenient and efficient 24-h on-site inspection. In this paper, the
instance segmentation method and semantic segmentation method are used to realize
the surface crack recognition of concrete structures, and a concrete crack detection
method based on two different deep learningmethods is designed. Experiments show that
in scenarios where detection accuracy is required, compared with the Mask Region with
Convolutional Neural Network method, the U-Net model improves the model
segmentation accuracy through up-sampling and skip connection, and its Recall,
Kappa, and Dice are increased by 6.88, 1.94, and 7.72%, respectively. In the scene of
positioning requirements, Mask Region with Convolutional Neural Network has a better
detection effect than U-Net for very thin and inconspicuous cracks, effectively avoiding the
situation of missing cracks.
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INTRODUCTION

The development of economic strength is inseparable from large-scale infrastructure construction.
While expanding infrastructure construction, it is also necessary to detect and maintain the existing
infrastructure. The security of the infrastructure is closely related to the safety of human life and
property.

Concrete has become the most common material used in infrastructure construction because of
its strong, durable, water-resistant, and heat-resistant properties (Dong, 2013). However, with the
influence of the external environment and artificial factors, concrete engineering structures, such as
tunnels, bridges, buildings, and highways, are gradually aging and easy to produce structural damage
(Sun et al., 2012). Moreover, the structural damage may result in uneven force, weak carrying
capacity, and even lead to collapse, fracture, and other serious safety accidents (Xu, 2007). To extend
the service life of concrete engineering structures, it is essential to carry out regular inspections and
take pertinent measures to prevent the occurrence of safety accidents (Wang, 2004; Yi, 2006; Weng,
2019). Crack is one of the main diseases of concrete engineering structures. An excessive crack will
reduce the bearing capacity, waterproof performance, and durability of concrete engineering
structures. If the cracks of concrete structures are not treated in time, it may cause severe safety
accidents. Therefore, crack detection is an important work of engineering quality assessment (Jiang
et al., 2010).

In traditional crack detection, artificial vision is often adopted to detect cracks. This method is not
only inefficient but also has low detection accuracy (Xu et al., 2020). Digital image processing
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methodsmainly include threshold segmentation (Han andWang,
2002), edge detection (Davis, 1975), spectral analysis (Adhikari
et al., 2014), etc. These methods can effectively detect cracks for
images with single background, less noise, and obvious crack
characteristics. The pixels in the crack area are low, and the
overall appearance color characteristics are gray. It is easy to be
affected by noise such as dead leaves, shadows, and scratches of
pixels in the actual environment, resulting in false detection.
Therefore, the crack detection method based on digital image
processing has large error and low generalization ability. With the
rapid development of deep learning, more and more researchers
apply deep learning models to the detection and recognition of
cracks in concrete. Kim and Cho (2018) used the AlexNet
network to train the collected crack images and obtained
better classification accuracy. Zhang et al. (2016) introduced a
crack detection method based on sliding windows, but the speed
is slow. Ren et al. (2015) proposed the Faster Region with
Convolutional Neural Network (Faster RCNN) algorithm,
which improved the accuracy of the object detection task. Liu
et al. (2016) proposed Single Shot MultiBox Detector to further
improve the detection speed. Wang et al. (2018) pointed out that
the Faster RCNN algorithm is more effective in detecting cracks.
Li and Xiong (2021) applied the Single Shot MultiBox Detector
algorithm to crack detection. Meng et al. (2021) demonstrated
a concrete crack recognition model based on a convolutional
neural network. Based on a convolutional neural network
algorithm, Gao et al. (2020) described a concrete bridge
crack identification and location technology. The methods
mentioned earlier do not consider the characteristics of long
and continuous cracks, but only the border will be roughly
framed out of the crack area.

In this paper, concrete crack detection based on the two
methods of Region with Convolutional Neural Network (Mask
RCNN) (He et al., 2017) and U-Net (Ronneberger et al., 2015) is
proposed. Compared with the target detection method, both
methods can divide the crack area, output the crack mask, and
maintain the morphology information of the crack, and the
detection results are more precise than the detection frame.
Based on these two methods, the advantages and
disadvantages of each method are compared and analyzed
from multiple perspectives.

CRACK DETECTION ALGORITHM

In the research task of deep learning concrete crack detection, this
paper mainly uses Mask RCNN and U-Net models to analyze and

compare the experimental results and uses Accuracy, Recall,
Kappa, and Dice for comprehensive evaluation. The flowchart
is shown in Figure 1.

Mask Region With Convolutional Neural
Network Algorithm Framework
Based on Faster RCNN (Zhang and Guo, 2021), He further
proposed the instance segmentation network Mask RCNN.
Mask RCNN can efficiently complete the target detection
and predict the mask of the input object (Li et al., 2020).
Mask RCNN is based on Faster RCNN and joins the fully
connected partition network after the basic feature network.
Mask RCNN changes from two tasks (classification +
regression) to three tasks (classification + regression +
segmentation) (Ying, 2020). The same two stages as Faster
RCNN are adopted by Mask RCNN.

The same first level [Regional Proposal Network (RPN)] is
applied in Phase I: Scanning images and generating area
proposals (an area that may contain a target) (Song et al.,
2021). Phase II, in addition to prediction types and bbox
regression, a branch of the full convolution network is added.
This branch predicts the corresponding binary mask for each ROI
to indicate whether a given pixel is part of the target. The
advantage of this method is that the whole task can be
simplified into a multistage pipeline, decoupling the
relationship between multiple subtasks.

The network structure framework diagram based on Mask
RCNN crack detection is shown in Figure 2.

Mask RCNN is a two-stage target detection method. The first
stage generates a series of recommendation boxes through the
RPN. The second stage obtains the feature matrix of the target on
the feature map by aligning the proposed box generated by the
first stage with the area of interest and finally predicts the three
branches of the classification, boundary box regression, and mask
(Wang et al., 2021). The three branches are performed
simultaneously. Mask RCNN’s loss consists of three parts, as
shown in Eq. 1.

L � Lcls + Lbox + Lmask (1)
In the formula, L represents the total loss, Lcls represents the

classification sub-loss, Lbox represents the boundary box
regression loss, and Lmask represents the mask branch loss.

The cross-entropy loss function is adopted for classification
loss, as shown in Eq. 2.

Lcls � −∑M
c�1
y log(p) (2)

In the formula, M represents the total number of categories,
and y represents the binary parameter of whether it is a positive
sample. If it is a positive sample, the binary parameter is 1. If it is
not a positive sample, the binary parameter is 0. p represents the
probability that the target belongs to category c. Only the
positive sample needs to calculate the loss.

The SmoothL1 loss function is adopted for the bounding box
regression loss, as shown in Eq. 3.

FIGURE 1 | Flow chart of research study.
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
Lbox � ∑

i∈x,y,w,h

smoothL1(Gi − Pi)

smoothL1(x) � { 0.5x2 if
∣∣∣∣x∣∣∣∣< 1∣∣∣∣x∣∣∣∣ − 0.5 otherwise

(3)

In the formula, Gi, i ∈ x, y, w, h represents the four
regression parameters of the real box Pi, i ∈ x, y, w, h
represents the four regression parameters of the prediction
frame. The four regression parameters of the real frame and

the prediction frame are calculated, respectively, for Smooth L1
loss and summed to obtain the bounding frame regression
loss Lbox.

The mask loss function is calculated using the mask generated
by the mask branch prediction, for k each category, the mask size
predicted for each category is m × m, the sigmoid function is
adopted for each pixel on the mask, and the binary cross-entropy
loss function is sent to calculate the mean value of all pixel loss, as
shown in Eq. 4.

FIGURE 2 | Mask RCNN.

FIGURE 3 | U-Net network.
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Lmask � − 1
m2

∑
1≤ i,j≤m

[yij log ŷ
k
ij + (1 − yij)log(1 − ŷk

ij)] (4)

In the formula, yij, which presents that the pixel point (i, j)
belongs to category k, is 1, otherwise 0, and ŷk

ij represents the
probability that the same pixel position is predicted to be
category k.

U-Net Algorithm Framework
U-Net’s network structure is entirely composed of the
convolutional layer. U-Net’s network structure got its name
because the network structure resembles the English letter
“U.” The concrete crack detection network structure based on
the U-Net network is shown in Figure 3.

U-Net is a variant of a full convolution neural network that is
mainly encoder–decoder structure. An encoder is mainly used
to extract image features, and a decoder is mainly used to decode
the feature information extracted by an encoder. U-Net network
was originally designed to solve the segmentation task at the
cell level. Because of the good effect, it can be applied to
other semantic segmentation tasks, such as satellite image
segmentation and industrial defect detection. Pixel-level
image segmentation can be realized by the U-Net network
method. The fusion of shallow features and deep features is
efficiently used to retain many details of the original image to
the greatest extent (Jin et al., 2021).

The encoder consists of four down-sampling modules, which
are composed of two 3*3 convolution layers and a pooling layer.
The convolution layer is mainly used to extract feature
information and change the number of channels in the feature
graph. The pooling layer adopts maximum pooling to reduce the
dimension of the feature graph. Different feature maps focus on
different information, whereas shallow convolution focuses on
texture features, whereas feature maps of deep network layers
have large receptive fields, and convolution focuses on the
essential features of images (Zhu et al., 2019; Zhu et al., 2021).

The decoder is composed of four up-sampling modules, which
are composed of a deconvolution layer and two 3*3 convolution
layers. The deconvolution layer is mainly used to restore the
original resolution of the image and then fuse different feature
images by channel splicing. Some edge features are lost in down-
sampling feature extraction, and the lost features cannot be
retrieved from up-sampling. Therefore, image edge features are
recovered by feature graph Mosaic.

In the training process, the cross-entropy loss function fused
with the sigmoid function was adopted, and finally, the mean
value of all pixel loss was calculated, which was consistent with
the Mask RCNN mask loss function, as shown in Eq. 5

L � − 1
mpn

∑
1≤ i<m

∑
1≤ j≤ n

[yij log ŷ
k
ij + (1 − yij)log(1 − ŷk

ij)] (5)

In the formula, yij indicates that the pixel (i, j) belongs to
category k; the value is 1. If the pixel (i, j) does not belong to
category k, the value is 0. The probability that the same pixel
position is predicted as category k is represented by ŷk

ij. The size
of the image is represented by m, n.

U-Net is one of the earliest algorithms for semantic
segmentation using multi-scale features, and its U-shaped
structure also inspired many later algorithms. U-Net also has
several disadvantages:

1) Effective convolution increases the difficulty and universality
of model design. Many algorithms directly use the same
convolution. The same convolution can also avoid the edge
cutting operation before feature map merging.

2) The edge cutting form and feature map are not symmetrical.

Evaluation Indicator
Crack detection is an image semantic segmentation task, and each
pixel is classified into two categories. Therefore, this paper uses
Accuracy, Recall, Kappa coefficient, and Dice as the result
evaluation. The evaluation index formula is as follows:

TP: Predict the positive class as the number of positive classes;
FN: Predict the number of positive classes as negative classes;
FP: Predict the number of negative classes as positive classes;
TN: Predict the negative class as the number of negative
classes;

Accuracy � TN + TP

FP + TN + TP + FN
(6)

Recall � TP

TP + FN
(7)

po � Accuracy (8)
pe � (TP + FP)p(TP + FN) + (TN + TN)p(FP + TN)

(FP + TN + TP + FN)2 (9)

Kappa � po − pe

1 − pe
(10)

Dice(A, B) � 2|A ∩ B|
|A| + |B| (11)

In the formula, A is GT, that is, the manually marked area, and
B is the area obtained by model segmentation. The Dice range is
between [0,1]. The larger the value, the higher the overlap, that is,
the closer to the artificially fine-labeled GT.

EXPERIMENTAL RESULTS AND ANALYSIS

The hardware environment of this experiment is GPU NVIDIA
GeForce RTX 2080, Windows 10 operating system, 32-GB
memory, and 8-GB video memory. The software environments
are Python 3.7.3, TensorFlow 1.14.0, and Pytorch 1.6.0. The crack
detection model based on Mask RCNN is tested in the
TensorFlow framework. The crack detection model based on
U-Net is tested in the Pytorch framework.

Experimental Data
In this paper, experiments are carried out on the open fracture
dataset CFD (Shi et al., 2016). The image size is 480 × 320. Some
samples are shown in Figure 4One hundred fracture images were
selected from the CFD dataset, 80 images were selected as the
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FIGURE 4 | CFD sample.

FIGURE 5 | Mark image.

FIGURE 6 | Ground Truth.
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training set, and 20 images were selected as the validation set.
Open source is adopted to mark tool Labelme to mark the crack
edge to form a closed loop, as shown in Figure 5. The red line in
the figure represents the connecting line of the mark point on the
edge of the crack. Then, the JSON file containing GT (Ground
Truth) information was exported. The training data of Mask
RCNN need to be inputted into the network in the form of a
JSON file corresponding to each image. U-Net requires that each
image corresponds to a mask image (GT, which can be generated
by JSON conversion, as shown in Figure 6) input into the
network for training.

Experimental Results
Qualitative Analysis
To ensure that the comparison between Mask RCNN and U-Net
model is relatively fair, the following experimental results are
obtained under the same parameter settings: batch size is set to 2,
the maximum number of training rounds is set to 20 epoch, and
the learning rate is set to 0.0001. Some test results are shown in
Figures 7A–D.

From the qualitative results in Figure 6, we can see that cracks
are split more finely by U-Net. Mask RCNN can get a relatively
rough result. From top to bottom, in the first to fourth rows,

FIGURE 7 | Result constrast. (A) Original image. (B) GT. (C) Mask RCNN. (D) U-Net.
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comparing the third and fourth columns, both Mask RCNN and
U-Net can cover the true crack position. U-Net can get the
segmentation result close to GT. From this point of view,
precise crack detection is an advantage of U-Net. From the
top–down, the fifth to the eighth rows, compared with the
third and fourth columns, the split result of Mask RCNN can
still cover most of the crack areas in the original map. Some crack
areas in U-Net have not been detected successfully, resulting in
leakage or partial leakage, especially in the sixth row. The Mask
RCNN result can roughly cover the cracks, whereas only two
small points are detected in the U-Net result, and the cracks
cannot be detected. In view of the analysis discussed earlier, the
crack area is accurately segmented by U-Net under the premise
that the crack characteristics of the original image are obvious.
When the crack characteristics of Mask RCNN are not obvious
enough, the segmentation results obtained are not precise
enough, but the cracks are still mostly covered. The reason for
the results mentioned earlier may be that U-Net lost some
information of pixels in the process of down-sampling and
resampling the original image.

Quantitative Analysis
For the Mask RCNN and U-Net models, 80 training samples and
20 validation samples were evaluated and analyzed for Accuracy,
Recall, Kappa, and Dice, as shown in Table 1.

The U-Net method has an average accuracy of 97.86% for
crack segmentation pixels in the verification set, a recall rate of
79.15%, a kappa coefficient of 0.4729, and a Dice value of 0.6772.
The Mask RCNNmethod has an average accuracy rate of 98.56%
on the verification set, a recall rate of 72.27%, a kappa coefficient
of 0.4535, and a Dice value of 0.6000. However, the Accuracy of
the U-Net model is lower than that of the Mask RCNN model
because the indicator is a comprehensive calculation of positive
and negative samples. In the image, the area of the image where
the crack area (positive sample) is located is small, while in the
background area (negative sample). The proportion of the area
occupied in the image is larger, which more reflects the
information of the negative sample. According to the
evaluation index Recall, the analysis of the proportion of the
real area occupied by the fracture area predicted by the model, the

Recall of the U-Net model is better than the Mask RCNN.
Because the crack area in the image occupies a small
proportion relative to the background area, resulting in the
imbalance of positive and negative samples, Accuracy and
Recall cannot fully effectively evaluate the comparative effect
of the model. This paper uses the comprehensive evaluation index
coefficients Kappa and Dice for analysis. The Kappa and Dice
index values of the U-net model are higher than those of theMask
RCNNmodel, indicating that the U-Net model has a better effect
in the task of crack segmentation.

For the two models, the average time required to predict an
image and how many images (frame per second) can be detected
in 1 s are calculated, as shown in Table 2.

It can be seen from Table 2 that the average time for U-Net to
detect an image is only 0.0227 s, which is much shorter than
Mask RCNN’s 0.7162 s. U-Net can detect 44 images per second
on average, whereas Mask RCNN can only detect 1.4 images per
second. Because Mask RCNN is a two-stage anchor-based
model, the model first performs RPN screening on the
anchor and recommends the proposals, and then scales the
ROI to predict the offset and the predicted probability.
Relatively speaking, the U-Net structure is more simplified,
through up-sampling and skip connection carrying out
feature map splicing to predict each pixel, with fewer
training parameters; only the input image passes through the
encoder and the decoder to directly obtain the segmentation
mask, and the detection speed is faster.

This paper mainly compares the effects of the two models on
the task of crack segmentation, and the corresponding model can
be selected according to the actual task situation. For model
detection accuracy, comprehensive evaluation indicators and
detection speed, the U-Net model has a better fitting effect.
For crack warning, combined with the mask map in Figure 6,
the U-Net model undergoes up-sampling and pooling operations,
resulting in the loss of the spatial relationship between the target
pixel and surrounding pixels. The crack mask predicted by the
U-Net model is relatively discrete. U-Net mask image may have
certain missing errors. The Mask RCNN model predicts more
redundantly, but all cover the crack area, and the visual effect is
clearer. Therefore, according to different tasks, the U-Net model
and the Mask RCNN model have different functions.

CONCLUSION

The research of crack detection based on deep learning proposed
in this paper uses the Mask RCNN model and U-Net model for
experiments. According to different purposes, this paper
recommends different models. Under the requirements of real-

TABLE 1 | Comparison of evaluation indicators.

Model Traing set Validation set

Accuracy (%) Recall (%) Kappa Dice Accuracy (%) Recall (%) Kappa Dice

Mask RCNN 95.19 26.09 0.3156 0.5616 98.56 72.27 0.4535 0.6000
U-Net 94.16 30.67 0.3437 0.6353 97.86 79.15 0.4729 0.6772

TABLE 2 | Comparison of detection time.

Model The average time the method takes
to detect an image (s)

The number of images
detected in 1 s

Mask
RCNN

0.7162 1.3963 FPS

U-Net 0.0227 44.0050 FPS
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time segmentation and high precision, the U-Net model has the
best comprehensive evaluation index compared with the Mask
RCNN model. Therefore, this paper recommends using the
U-Net model for crack detection. The U-Net model mainly
extracts image feature information through down-sampling,
maps the feature information to high-dimensional, uses skip-
connection to splice and fuse the up-sampled information, and
maps to low-dimensional through deconvolution, which
significantly improves crack segmentation accuracy.

In scenes with low segmentation accuracy and time
requirements, the detection results only need to roughly locate
the cracks to meet the actual needs of quality assessment in
concrete engineering. Compared with U-Net, Mask RCNN
predicts the visual effect of the crack mask. Well, the crack
mask area is relatively low and easy to locate, so this paper
recommends using the Mask RCNN model. Mask RCNN adopts
a two-stage idea, selects the suggestion proposals through RPN,
and further performs crack detection and segmentation. It is
better than U-Net for the detection of very fine cracks with
inconspicuous characteristics, effectively avoiding the missed
detection of large areas of cracks.

The disadvantage is that the twomodels still have certain flaws
in crack detection. Therefore, future work will post-process the
results of the two models. Both Mask RCNN and U-Net crack

masks are processed by morphological methods to improve the
mask prediction effect.
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