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The US Food and Drug Administration (FDA) receives millions of postmarket adverse event
reports for drug and therapeutic biologic products every year. One of the most salient
issues with these submissions is report duplication, where an adverse event experienced
by one patient is reported multiple times to the FDA. Duplication has important negative
implications for data analysis. We improved and optimized an existing deduplication
algorithm that used both structured and free-text data, developed a web-based
application to support data processing, and conducted a 6-month dedicated
evaluation to assess the potential operationalization of the deduplication process in the
FDA. Comparing algorithm predictions with reviewer determinations of duplicates for
twenty-seven files for case series reviews (with a median size of 281 reports), the average
pairwise recall and precision were equal to 0.71 (SD ± 0.32) and 0.67 (SD ± 0.34). Overall,
reviewers felt confident about the algorithm and expressed their interest in using it. These
findings support the operationalization of the deduplication process for case series review
as a supplement to human review.
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1 INTRODUCTION

At the US Food and Drug Administration (FDA), monitoring of drug and therapeutic biologic
products for potential adverse events (AE) after marketing includes evaluating individual case safety
reports (ICSRs) submitted to the FDA Adverse Event Reporting System (FAERS). A long-standing
challenge with the evaluation of FAERS, and other pharmacovigilance (PV) databases, is the presence
of “duplicate” reports, where an AE experienced by one patient is reported multiple times to the
FAERS database. Duplicates have been defined as “separate and unlinked records that refer to one
and the same case of a suspected adverse drug reaction” (Tregunno et al., 2014). A recent study of
VigiBase reports from the United Kingdom and Spain showed that duplicate reports come from
different sources including: 1) different report origin (e.g., patient and health care professional report
the same AE); 2) unlinked follow-up (follow-up submitted with a new report identification number);
3) multiple companies submit the same report referencing their drug because of regulatory
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requirements; and 4) transmission errors (e.g., change of report
identification number) (Tregunno et al., 2014). It is entirely
possible for dozens of FAERS reports to describe the same
patient case (Hauben et al., 2007; Khaleel et al., 2022).

The presence of duplicates in the FAERS database can potentially
lead to false-positive signals or masking of signals, especially when
using disproportionate reporting of a drug-event combination for
signal identification (Hauben et al., 2007). Probabilistic models were
used for duplicate identification in similar adverse event reporting
systems before, notably by Norén et al. in the World Health
Organization-Uppsala Monitoring Centre database (Norén et al.,
2007). These models demonstrated average performance with
confirmed duplicates in three data sources (33, 64, and 86%)
(Tregunno et al., 2014). Identifying duplicates typically requires
human expert review and is resource-intensive because some of
the most salient information for duplicate detection is present in
the report narrative.

We previously developed a deduplication algorithm that
included clinical information extracted from the report
narratives using natural language processing (NLP) (Kreimeyer
et al., 2017). We analyzed its ability to support the identification
of potential duplicates in the Vaccine Adverse Event Reporting
System (VAERS) and FAERS (Kreimeyer et al., 2017). This
algorithm compares two reports and decides how similar they
are by examining information from the reports’ structured fields
and free-text narratives. The inclusion of narrative-extracted
clinical information in our algorithm and the enrichment of

report details was a novel development with the potential to
improve duplicate detection, according to Norén (Norén, 2017).

We are preparing the algorithm for implementation at the
FDA’s Center for Drug Evaluation and Research (CDER) by
assessing the algorithm’s utility in the PV workflow for case series
reviews in a dedicated evaluation described in the current paper.

2 METHODS

2.1 The Significance of Deduplication in the
Pharmacovigilance Workflow
Safety reviewers are responsible for the surveillance of all marketed
drugs and routinely review the corresponding postmarket FAERS
reports. Reviews are also conducted when necessary according to
CDER’s policies and procedures for the collaborative identification,
evaluation and resolution of Newly Identified Safety Signals (NISS)
associated with marketed drugs (FDA, 2020).

Duplication of FAERS reports may negatively impact the accuracy
and validity of the findings and conclusions of these reviews unless
adequately addressed. Reviewers allocate time and resources to review
the structured data fields and the narrative of each FAERS report, as
shown in Figure 1. Reviewers use standard data exploration
techniques, such as sorting and text matching using an electronic
spreadsheet tofind duplicates in amanual process. On the other hand,
our deduplication algorithm automates this search for duplicates
using some of the same structured data fields and elements from

FIGURE 1 | Flowchart of the manual deduplication procedure followed by the Safety Reviewers at the Center for Drug Evaluation and Research. In the first step,
Safety Reviewers go over a line listing of FAERS reports in a spreadsheet, evaluate one or more of the structured data elements (included in the parallelogram shape) for
potential matches across two or more reports, and group reports with matches together. The groups of potential duplicate reports are further examined in step 2 by
reviewing the FAERS narratives and checking for potential matches across two or more reports using the free-text data elements shown in the second
parallelogram shape. If case series is not sufficiently deduplicated after these two steps, Safety Reviewers will repeat the process by examining additional elements. It
should be noted that some of the data elements manually evaluated by the reviewers are also used by the deduplication algorithm (shown in boldface) by retrieving them
either from the FAERS structured data fields or the FAERS narratives using ETHER (described further in Supplementary Appendix A). “Family History” and “Patient
or Report Number in Narrative” are the other two data elements contributing to the automated process that are not necessarily used in the manual deduplication and,
therefore, are not shown in the flowchart.
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the narrative. The overlap of the two processes is illustrated in
Figure 1.

To implement the deduplication algorithm at CDER, we
performed a few changes to the originally published version of
the algorithm. First, we changed the output presentation to
display suggested groups of duplicates containing two or more
reports. We also modified the part of the algorithm that
compares the reported ages in the reports to first compare
the structured fields for date of birth before comparing age
information from the free-text narratives and structured fields.
Detailed information about the algorithm can be found in
Supplementary Appendix A and the original publication
(Kreimeyer et al., 2017).

2.2 The Deduplication Evaluation
2.2.1 Web-Based Tool and Algorithm Optimization
We conducted a 6-month evaluation between 16 October 2020,
and 15 April 2021, and assessed how well the deduplication
algorithm could support reviewers’ routine work at CDER as
described earlier. For this evaluation, a new standalone web-
based program was deployed on FDA’s servers based on
requirements provided by a working group of six reviewers.
CDER’s reviewers were actively involved in the preliminary
requirements-gathering and enhancement steps and provided
additional feedback in an informal evaluation on four
completed postmarket reviews containing 1735 reports prior
to the evaluation described below. The core of the algorithm
was also enhanced with two major speed optimizations. First,
we added parallelization, making the process run
simultaneously for several pairs using multiple CPU cores.
Second, we combined all the narrative-based comparisons in
one instead of two or three passes. Table 1 shows the reduction
of the execution time for several datasets.

2.2.2 Structure of the Evaluation
The evaluation intended to apply the algorithm to as many
real-life PV case series use cases as possible and gather
quantitative performance data on the algorithm and,
primarily, qualitative feedback from reviewers about their
experiences using the algorithm’s output. We invited all
reviewers (approximately 60, including the six working
group members) in CDER to use the tool and voluntarily
provide feedback. It was published on an internal FDA URL
and provided functionality to upload and download files.
Feedback was provided voluntarily by reviewers in the
context of actual day-to-day work. Each resulting file

contained all the original uploaded data with two new
columns, one for the algorithm’s suggested duplicate
groupings and one for the true duplicate feedback, which
are the reviewers’ true duplicate designations, as well as a
separate page for qualitative feedback. The instructions
provided for the evaluation are included in Supplementary
Appendix B. We requested duplicate determinations on the
entire dataset, not just on the reports suggested to be duplicates
by the algorithm. For performance, we measured the recall and
precision of the suggested pairs compared to the reviewers’
determinations. Following the pilot, one of the authors (OD),
familiar with the case review process, performed a qualitative
error analysis of the false positive pairs of the algorithm in
the datasets where the pairwise performance was low
(precision or F1-measure below 0.5).

3 RESULTS

The deduplication evaluation began on 16 October 2020, and
the first file was submitted the same day. New files were
uploaded throughout the entire 6-month period, with an
increasing rate over time. We also regularly received
completed feedback files from reviewers. The largest file
submitted contained 5700 reports, and the smallest
contained 11 reports. Of the fifty-eight submissions from
twenty unique reviewers, we received feedback for twenty-
seven submissions. Twenty-three feedback files included
labeled true duplicates and qualitative feedback, three files
included true duplicates only (#16, #22, and #27), and one
feedback file (#18) contained qualitative comments only.
Reviewers often used the tool to do a quick check rather
than a thorough review of large lists of reports. The five
largest files (all >1900 reports) did not have any feedback
returned.

The twenty-six feedback files with labeled true duplicates as
determined by the reviewers allowed for a quantitative
performance evaluation (Figure 2). The average pairwise recall
and precision were equal to 0.71 (SD ± 0.32) and 0.67 (SD ±
0.34), respectively. The number of true duplicate pairs found
within each data set varied considerably. Two data sets (#2 and
#8) had zero true duplicate pairs. Data sets #9, #12, #15, #19, #22, and
#23 had very high numbers of true duplicate pairs (1367, 4329, 2183,
1159, 2660, and 1501 pairs, respectively). Interestingly, two datasets
(#16 and #17) had a (close to) perfect F-measure (0.99 and 1.00,
respectively), and an additional three (#4, #13, and #25) had

TABLE 1 | The median execution time for running the deduplication algorithm on several sample data sets before and after optimization. The median execution time for each
data set is reported because each one was run several different times to account for any external factors related to changes to operating system software.

Data set Number of reports Original median time Optimized median time %Reduction (%)

T1 197 2 min 51 s 1 min 55 s 33
T2 887 19 min 45 s 9 min 29 s 52
T3 2523 2 h 48 min 1 h 0 min 64
T4 5754 7 h 44 min 5 h 19 min 31
T5 10,808 29 h 56 min 18 h 18 min 39
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F-measure over 0.9. The size of the datasets did not necessarily affect
pairwise recall, e.g., dataset #15 included 1060 reports and had a recall
of 0.93. On the other hand, pairwise precision significantly dropped
in large datasets, including over 800 reports, however, it varied in all
other datasets, including less that 700 reports.

The qualitative feedback, based on twenty-four files, is
summarized in Figure 3. Overall, reviewers expressed a fair
amount of confidence about the algorithm and stated they
were likely to use it in the future. Their responses varied
widely in terms of time savings and detection of duplicates
they may have otherwise missed. However, it should be noted
that submissions represented different types of reviews, which
may have had different characteristics. In particular, 13 of the
qualitative feedback files we received were for reviews that
required a detailed analysis of duplicates. The remaining
reviews did not require a complete identification of duplicates
because they were preliminary in nature.

The qualitative error analysis of false positives was
performed across eight datasets that demonstrated low
performance, and a total of 331 reports in all false positive
pairs (in the datasets where the pairwise performance was low)
were checked. Three primary categories of errors were
determined after reviewing these incorrect groupings:
Mismatched Data Elements (MM) where at least one
element was significantly not matching; Data Not Reported
in FAERS Reports (NR) where there were important data
elements missing and the non-missing data was
unconvincing that the reports were duplicates; and reports
with Similar Narratives for a Group of Patients (SN) where the
same report text was used for multiple patients in a patient
group, with the only difference being the number assigned to
each individual patient.

The SN error group was the smallest, with only 13 reports.
There were 62 reports in the NR category and 290 in the MM

category. Both categories were also broken down by the type(s) of
data that were not reported or mismatching, respectively. For the
NR category, the most common data elements missing
were details about concomitant medications (N = 58) and
events (N = 52). Events included clinical events, other than
the primary adverse event, that occurred during patients’
clinical course, medical history, or medical conditions. For the
MM category, the most common data elements mismatching
were information about the events (N = 173), with additional
mismatches appearing in patient sex (N = 88), product and event
dates (N = 73), and patient age (N = 72). Note that individual
reports could be labeled as missing or mismatching multiple data
elements; however, the labeling was not exhaustive for every data
element in every report.

An assessability algorithm (Kreimeyer et al., 2021)
designed to predict whether there was sufficient
information in a report to assess causality was further
applied to the 62 cases in the NR category to test the
hypothesis that the relative importance of a particular
feature used for deduplication is contingent on the total
amount of information available in a report. Around a
third of the cases (20 out of 62) were classified as
unassessable suggesting that a complex interdependent
relationship exists between missing and existing data
elements in a report which could affect reviewers’
asssesment of duplicate reports.

4 DISCUSSION

The deduplication algorithm was evaluated on multiple data
sets and demonstrated promising performance, with recall
and precision above 90% for some of the datasets. The
qualitative error analysis has shown that reviewers place a

FIGURE 2 | The two plots show the performance of the deduplication algorithm in naming pairs of reports as suggested duplicates for files where true duplicates
were determined by reviewers. Datasets #1, #2, and #17 (with 11 reports, 29, and 25 reports, respectively) appear very close together on the precision plot. Datasets #1
and #17 as well as datasets #3 and #20 (with 71 and 46 reports, respectively) appear very close in the recall plot. Note: In data set #14, the reviewer considered
evaluating only a subset of them for true duplicates served the purposes of that review (1820 reports) and the performance on the full data set is not known.
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high premium on mismatches found in most data elements
(for example, they have requested firmer rules to never show
potential duplicates with differing dates of birth or countries
of occurrence to cut down on the number of false positive
suggestions). These findings suggest that, while the algorithm
may automate the process of duplicate detection, a human
reviewer must still examine and confirm the output in most
situations. Despite this limitation, the human reviewers still
found the algorithm improved their efficiency at duplicate
detection and gave them more confidence in the adequacy of
their search for duplicates.

Overall, the deduplication algorithm still has two of the same
limitations described in the original publication (Kreimeyer et al.,
2017). The algorithm’s probabilistic approach assumes that fields
are independent, which is unlikely to hold for many reports. Also,
its narrative information relies on an NLP system that, like any
other NLP tool, cannot perfectly identify every piece of textual

information. While improving algorithm performance is an
ongoing goal, it was evaluated in the real-life setting and
reviewers think highly of its performance and potential routine
use. A recent review highlighted that the utility of clinical decision
support systems is generally not demonstrated (Ostropolets et al.,
2020) and confirmed previous findings on the topic (Bright et al.,
2012; Lobach et al., 2012). Although postmarket case series review
differs from clinical decision making in many aspects, strict
processes guide them both, and any support methods must
meet specific requirements on performance and efficiency.
Engaging end-users in the entire process helped us not only
identify the algorithm’s weaknesses and make the appropriate
improvements but primarily deliver an efficient solution tailored
to their needs. We have to continue to work closely with
reviewers, address any concerns about difficulties in specific
use cases, and deliver a high-quality deduplication solution in
the production environment.

FIGURE 3 | A summary of the qualitative feedback from the returned feedback files. The bars show the number of responses in each category. NR: No Response.
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