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Introduction: Limb massive hemorrhage is the first cause of potentially
preventable death in trauma. Its prompt and proper management is crucial to
increase the survival rate. To handle a massive hemorrhage, it is important to
train people without medical background, who might be the first responders
in an emergency. Among the possible ways to train lay rescuers, healthcare
simulation allows to practice in a safe and controlled environment. In
particular, immersive technologies such as Virtual Reality (VR) and Augmented
Reality (AR) give the possibility to provide real time feedback and present a
realistic and engaging scenario, even though they often lack personalization.
Methods: This work aims to overcome the above-mentioned limitation, by
presenting the design, development and usability test of an AR application to
train non-experienced users on the use of antihemorrhagic devices. The
application combines a Microsoft Hololens2 headset, with an AR application
developed in Unity Game Engine. It includes a training scenario with a
multimodal interactive system made of visual and audio cues, that would
adapt to user’s learning pace and feedback preference.
Results: Usability tests on 20 subjects demonstrated that the system is well
tolerated in terms of discomfort and workload. Also, the system has been high
rated for usability, user experience, immersion and sense of presence.
Discussion: These preliminary results suggest that the combination of AR with
multimodal cues can be a promising tool to improve hemorrhage
management training, particularly for unexperienced users. In the future, the
proposed application might increase the number of people who know how to
use an anti-hemorrhagic device.

KEYWORDS

augmented reality, simulation-based training, anti-hemorrhage devices, massive limb
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1 Introduction

Hemorrhage control is a crucial aspect in emergency situations, as massive bleeding is the

first cause of potentially preventable death in trauma (1). Indeed, proper management of

hemorrhage is key in preventing excessive blood loss, which can be life-threatening (2). In

the case of massive hemorrhage, which can be identified looking for a continuous bleeding, a

large-volume bleeding and/or pooling of blood, different strategies and techniques to stop

the bleeding can be used (3). These include methods such as applying constant and direct

pressure to the wound, using hemostatic agents or hemostatic dressing, and applying

tourniquets (i.e., anti-hemorrhagic devices) if the bleeding originates from the limbs (3).
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Traditionally, tourniquets have been used in military settings and by

Emergency Medical Services; however, there is strong evidence in the

literature supporting their use by non-medical personnel (4), as a

proper use of tourniquets is associated with increased survival in

trauma patients (5). Nevertheless, it is important to be aware of the

potential risks involved with the improper use of commercial

tourniquets such as tissue damage, muscle injury and risk of worsen

bleeding if the pressure is insufficient (6). During an emergency

anyone present at the scene could be the first responder; therefore, it

is crucial for individuals without medical background to learn how

to properly and promptly manage a massive hemorrhage prior to

professional medical help (7). Possible errors that inexperienced

users can make include putting the tourniquet in an incorrect

position, applying wrongly, or tightening the device too weakly (8).

For all these reasons, proper training in this context is of the utmost

importance. Indeed, experiments with participants who completed

hemorrhage control training show promising improvement in

confidence and proficiency in using hemorrhage control techniques

and placing tourniquets (2). With that in mind, in 2015, the

American College of Surgeons (ACS; Chicago, Illinois USA)

launched the Stop the Bleed campaign which has trained nearly 4

million people worldwide (9). Despite the unquestionable value of

Stop the Bleed courses, retention of the medical skills in absence of

refresh courses or constant practice retrieves significantly (10).

Therefore, a training setting that can be achieved anytime and allows

multiple repetitions, also without the presence of an instructor, could

be helpful to retain skills and, also, train more people (11).

Among the possible ways to train lay rescuers, there is simulation

which allows to practice in a realistic but riskless and controlled

environment (10). Immersive technologies such as Virtual Reality

(VR) and Augmented Reality (AR) are gaining interest among the

medical education community given their possibility of providing

real time feedback and presenting realistic and engaging scenarios.

In particular, AR, that enhances the real world with computer-

generated content, can facilitate effective communication and skill

transfer, which is particularly relevant in medical training scenarios

(12, 13). However, one of the current limitations of immersive

solutions for medical training, lies in the lack of personalization.

Currently, the difference between instructor-guided courses and

self-learning through VR/AR application is the possibility to tailor

the courses based on the learner’s needs, difficulties and abilities

(11). In other words, if the trainees are inclined to learn through

practical examples and active participation, the instructor might

consider expanding the hands-on activities; if they prefer diagrams

or rather real-life examples, he/she can adjust the way the content

is delivered. Indeed, as instructors adjust the training according to

the trainee, the same way VR/AR applications should be adapted

to the end users, to guarantee engaging and challenging

experiences which promote learning (11). At the current stage, VR/

AR-based tools deliver a predefined content which does not

consider the specific user’s needs and is not self-adjustable in terms

of how to provide the content.

The goals of this study were to (i) develop a novel AR application

to train non-experienced users on how to manage a limb massive

hemorrhage, which combines AR with multimodal cues; (ii) assess

its usability and workload among potential and users. We try to
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overcome the limitations related to the lack of personalized AR-

based trainings by developing a system which provides different

type of cues. During the training, users receives cues, in the form

of images, icons, text, and oral instructions; they can decide what

to look at and how to interact with the system. We hypothesize

that the system will be well tolerated and evaluated by end users,

due to the combination of different feedback which take into

account trainees’ learning pace and feedback preference. For the

same reason, we foresee similar completion timings among

trainees, who could rely on different tyepes of feedback. Finally, we

expect an overall low workload, despite many users will interact

with AR for the first time. Indeed, we have included a structured

familiarization phase before the training, which should reduce the

training workload by showing trainees how to use the AR application.
2 Related work

The use of immersive technologies for medical training is a

relatively new field, that has been growing over the past 10 years (14).

The healthcare simulation community agrees that there is a need for

research studies on the design, development and use of immersive

technologies for medical training, to better understand their

potentialities, limitations and how to use them in a standardized way

to promote skills learning and retention (15). Regarding the different

technologies used, VR is more common than AR. This might be

because VR headsets are generally cheaper than AR ones. In

addition, there is often a need to isolate the trainee using fully virtual

environments. This ultimately leads to fewer studies investigating the

potentialities of AR. However, AR promotes learning by providing

realistic and immersive experiences and it is generally appreciated by

both trainees and experts (16). Literature studies report that AR-

based learning can enhance the medical student experience and

translate it into improved learning outcomes, including enhanced

theoretical knowledge, practical skills, non-technical skills, and

competence (17). This is also confirmed by the work of (18), which

reports that medical training done by using immersive technologies

can improve skills and decision making in medical scenarios.

Currently, several AR applications for medical training have been

developed in different fields, such as anatomy (19, 20), and surgery

(21). In all these contexts, the general feedback from trainees and

experts in implementing AR in medical education has been highly

positive. AR applications range from smartphone applications (i.e.,

video see through) up to more complex optical see through ones,

that use semi-transparent AR glasses to combine the virtual

content with the real view of the world (11). As an example, an

AR application developed to facilitate learning and training of

electrocardiography (ECG) chest lead placement via smartphones

has been demonstrated to improve accuracy and learning efficiency

(22). Other applications have been developed in the field of basic

and advanced life support (23–26), even though efficacy studies are

still limited (11). Furthermore, promising applications of AR

include the training of procedural knowledge and the use of

medical machines. Speaking about the simulations of virtual

patients and assessment methods, the work of (27, 28) provided

insights about new trends in computer-aided teaching and
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assessment methods, with a special focus on AR and VR techniques

for the assessment of students competency. Finally, Maleszka et al.

(29) developed an AR application prototype that displays checklists

for the anesthesia induction process, designed to be used in

combination with existing anesthesia simulations. This prototype

allows the user to set different parameters and provides

information on how to use the device.

In the specific field of trauma management, there is general

agreement that current disaster training for medical first-

responders is inadequate, as it lack realism (30). In this context,

immersive technologies can enhance preparedness among

medical first responders (30). Koutitas et al. (31) proposed an

AR/VR-based training framework for first responders; the study

showed that this training methodology improved both the

accuracy and the speed of first responders (31). Nevertheless,

AR/VR-based systems for trauma management training are

limited to few commercial solutions, that however have not been

evaluated by the scientific community yet, specially in their

capability to measure the efficacy of maneuvers. Most

importantly, no current available AR or VR tools provide

personalized and self-adjustable programs, which are at the basis

of any well-conducted instructor-based simulation.
FIGURE 1

Components of the AR system: the Microsoft Hololens2 worn by the
user, a manikin and a tourniquet (TQ).
3 Materials and methods

The system combines a manikin, a Combat Application

Tourniquet (CAT) tourniquet, and an AR application that

leverages the HoloLens2 headset (Microsoft, USA) functionalities

to guide unexperienced users in the application of a anti-

hemorrhagic device (AHD) on a manikin’s limb (Figure 1). The

HoloLens2 consists of sensors, cameras and a holographic

processing unit to track the user’s environment and project

holograms onto their field of view. This device allows for

interaction with virtual holograms through gestures, voice

commands and eye tracking.

The application we have developed put forth an emergency

scenario to the user describing the manikin as a person

experiencing limb bleeding. To handle the situation, the user is

instructed with a set of tasks to help them using an anti-

hemorrhagic device, which can be a tourniquet or an improvised

one. Furthermore, the application provides a performance

feedback in real time to guide the user toward a correct device

positioning. We have decided not to include real-life conditions,

such as the actual bleeding for two reasons: the end-user, namely

a person without any medical background, and the skill to

acquire. Indeed, the level of realism of a training should depend,

among others, on the learners’ expertise and on the type of skill

to be trained (32), as highly realistic simulations are more

complex and impose a high cognitive load on the trainees (33).
3.1 AR application design and development

The application is developed in Unity Game Engine version

2022.3.10f1, using C# scripting, and Visual Studio IDE for code
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compilation and deployment (Figure 2). The Mixed Reality

Toolkit (MRTK) has been used to develop the AR contents.

Additionally, the Vuforia Computer vision (V-CV) Software

Development Kit has been used for implementing an interactive

feedback mechanism. Indeed, the integration of the Vuforia

Engine Application Programming Interfaces (APIs) into Unity

Game Engine enables to use advanced computer vision

algorithms, with the aim of implementing methodologies for

image recognition and tracking, eventually allowing the

application to recognize targets associated with interaction

strategies to opportunely guide the user in the training process.

In this sense, and to provide robust objects detection, QR codes

have been used as image targets. A database with the used QR

codes has been created; the same is uploaded into the Unity

engine (Figure 2) in runtime, while the application continuously

captures video frames. In parallel, the Vuforia APIs process these

frames, enabling the Microsoft Hololens2 device to detect and

track image targets.

With the aim of providing an opportune feedback to the user,

different QR codes have been therefore placed on the physical parts

of the system (i.e., manikin and tourniquet). Each QR codes create

a sort of trigger zone, which is associated with a specific visual and

vocal feedback. In other words, by using QR codes, the application

can detect if a task has been correctly accomplished and provide a

multimodal feedback, which allows the user to proceed with the

next task, leaving no place for procedural errors to occur. The

placement and the associated feedback of each QR code will be

described more in details in the following sections.
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FIGURE 3

Workflow of the application: the application starts with a demo
session. As soon as users feel ready to use the system, they can
proceed with the training. Based on the choice of the anti-
hemorrhagic device to use, the application will guide the user
through different steps for placing it on the manikin’s limb
Section 3.1.2.

FIGURE 2

Main components of the proposed system: a data base of QR codes
has been created and uploaded on Unity Game Engine. The Vuforia
Engine APIs have been integrated with the Unity Engine to allow the
device to detect and track the QR codes. The AR application has
been written in C# and it is executed on the HoloLens2 device
which allows for user’s interactions with the application.

Tharun et al. 10.3389/fdgth.2024.1479544
The AR application that we have developed is divided into two

main sessions: (i) the Demo session, designed to let the user

familiarize with the technology, prior to the training; (ii) the

Training (Simulation) session, to train the user on how to

position an anti-hemorrhagic device. The overall workflow of the

application is shown in Figure 3.
3.1.1 Demo session
The Demo session (Figure 4) has been implemented using the

MRTK package and its hand tracking functionalities. This session

has two main objectives: (i) to make the user familiar with the

functionalities and possible interactions of the HoloLens2,

providing a general understanding about how to handle objects

and how to interact within the AR environment; (ii) to learn

how to perform specific interactions that will be key during the

training session. Indeed, virtual objects with QR codes have been

added to the scene, so as to make the users aware of the

minimum distance they need to be to enable the detection of

the code (see also Supplementary Material).
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The user is free to interact with the Demo session until they get

comfortable in proceeding with the actual training session: an

interactive button is placed in the application, so that, at any

moment, the user can use the button to move to the training

session (Figure 4).
3.1.2 Training session
As the user ends the Demo session, the application starts the

training scenario, and a User Interface Menu panel appears in

the user’s field of view (Figure 5). This Panel provides feedback

to the user throughout the training session. The application at

first provides three options, i.e., instruments, that the user can

choose to manage the hemorrhage: (i) Tourniquet; (ii) Belt; (iii)

Others. Based on the user selection (i.e., users can touch the

object they want to use), the application guides them on how to

use and position the instrument, by using different types

of feedback.

In the following, the main steps of the application for the

different objects are described. See also the Supplementary

Material for further screenshots of the application.

1. Tourniquet

An audio cue instructs the users to take the tourniquet and

guide them toward a correct positioning on the manikin’s arm.

This is made by positioning QR codes on both the tourniquet

and the arm, as mentioned in the beginning of the section.

Concerning the arm, three different regions have been

considered: a “correct region” (i.e., near the shoulder) and two

“wrong regions”, and all of them are associated with a QR

code (Figure 5). More in details, the application analyzes the

relative position of the QR code associated to the tourniquet

with respect to the three QR codes on the manikin arm,

therefore identifying if the position of the instrument is correct

or not, and it verbally notifies the user about the correct or

wrong placement of the tourniquet. Eventually, only when the
frontiersin.org
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FIGURE 4

Demo session. It allows the user to get familiar with the application, and its interactions possibilities, such as grabbing and releasing virtual objects, QR
codes, pressing virtual buttons.
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user successfully places the tourniquet in the correct area, a

confirmation panel appears, enabling the user to move to the

next step. The user can interact with the confirmation panel

either verbally or by physically clicking the virtual button.

Once the tourniquet is in the right position, the second step

requires the user to properly tight the device (Figure 5). The

application verbally and visually guides the user through the

process; two QR markers have been attached to the tourniquet

tightening area. One is placed below the actual tightening limit,

so as to enable the detection of a loose fixing, while another is
FIGURE 5

Snapshots of the application: (A) placement of the tourniquet in an incorrec
(C) instructions for twisting the windlass; (D) instructions for locking the win
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placed in correspondence of the proper level of tightening

(Figure 5). As soon as the user complete the task, another

panel pops up, so that the user can confirm their choice.

Only if the tourniquet has been correctly tightened, the system

proceeds with the third, final step, which consists in windlass

twisting and locking. Also in this case, the application provides

instructions to twist the windlass rod and lock it in the

windlass clip, as shown in Figure 5C,D.

At the completion of each step, the application also

stores the related timestamps, giving the possibility to compute
t position; (B) panel to confirm the correct tightening of the tourniquet;
dlass.
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FIGURE 6

Snapshots of the application: Instructions on to use a belt as an anti-hemorrhagic device (A); video panel providing practical instructions about how to
create an improvised AHD (B).

TABLE 1 Demographic data of the experiment’s participants.

ID Gender Age Education Field VR/AR exp Visual aid Bleeding management exp
AR01 F 24 Ma Engineering VR, AR G /

AR02 M 41 Ba Language VR, AR G Yes

AR03 M 28 Ma Engineering / / /

AR04 M 23 Ba Engineering VR G /

AR05 M 27 Ma Engineering VR, AR G /

AR06 M 25 Ma Engineering VR G /

AR07 M 25 Ma Engineering / G /

AR08 M 25 Ba Engineering / / /

AR09 M 25 Ba Engineering VR, AR / Yes

AR10 M 28 Ma Engineering VR, AR G Yes

AR11 F 28 Ma Engineering / / /

AR12 F 26 Ma Engineering / / /

AR13 M 28 Ma Engineering VR G /

AR14 M 25 Ma Engineering VR / /

AR15 F 30 Ma Engineering VR / /

AR16 F 31 Ba Economics / / /

AR17 F 28 Ba Communication VR / /

AR18 M 19 Ba Architecture VR / /

AR19 F 26 Ba Humanistic VR / /

AR20 F 29 Ma Biology VR G /

Ma: Master’s degree; Ba: Bachelor Degree; G: glasses.

Tharun et al. 10.3389/fdgth.2024.1479544
the time needed to perform each step, for subsequent

performance analysis.

2. Belt

If the user selects the belt as AHD, they are provided with audio

and visual guides on how to use it as an improvised anti-

hemorrhagic device. Specifically, a 3-button vertical panel shows

up (Figure 6A), corresponding to three different steps and

related instructions for using a belt in this context (provided, as

for the tourniquet, in a multimodal manner). The three different

steps consists in: (i) configuring the belt as an AHD, (ii) apply

the belt in the right place, and (iii) tighten the belt.

3. Others

If users select this option, on the initial menu, a video panel

shows up with play, pause and close operations. By looking at

the video as reference, the user can gain practical information

on how to create, with a step by step approach, an improvised
Frontiers in Digital Health 06
tourniquet with objects of common use, such as a piece of

cloth and a wooden stick, or even with a pen (Figure 6B).
3.2 Experimental setup

To assess the usability of the developed system, we have tested

the application on 20 subjects (age mean + STD 27:05+ 4:2

years, 8 female) without any medical knowledge. Exclusion

criteria were to be a student or graduate in a medical discipline

(medicine, nursing, obstetrics, etc.; see Table 1 for further

demographic details). Participants have been recruited by

word of mouth. The study was approved by the local

Institutional Review Board (code CE CERA protocol 2024/02

approved on 14/12/2023). To determine the sample size of
frontiersin.org
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FIGURE 7

Experiment Pipeline. Subjects started the experiment by filling out a demographic questionnaire and SSQ. Then, they underwent a familiarization
session, followed by a simulation of a massive limb bleeding. After the simulation, subjects filled out four questionnaires: SSQ, SUS, SIM-TLX, UEQ.
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our study, we have conducted an a priori power analysis using

G*Power version 3.1 (34). Results indicated that the required

sample size to achieve 80% power for detecting a medium effect,

at a significance criterion of a ¼ 0:05, was N ¼ 15 for two tails

paired T-test.

Participants started the experiment by filling out a

demographic questionnaire, to collect information about gender,

age, previous experience with AR, use of vision correction aids,

and previous experience in bleeding management (Table 1),

together with a Simulation Sickness Questionnaire [SSQ (35),

refer to Section 3.2.1 for additional details]. Subsequently, each

subject was given a briefing regarding how AR works and how

the training was going to be carried out. In particular, general

information about limb bleeding management and the tourniquet

were provided, without however giving any insights about the

usage of this device for bleeding management, since these aspects

would have been part of the training session. The primary

objective of the briefing was to make sure that all subjects could

complete the experiment and knew the basic terminology related

to bleeding management.

Prior to starting the simulation session, users wore the

HoloLens2 and underwent a familiarization session, to

understand how to use the device (i.e., how virtual objects are

displayed and how to interact with them; see Section 3.1.1;

Figure 7). Then, they started the training, which required

managing an upper-limb massive hemorrhage with a tourniquet,

by following the application’s training steps and feedback (see

Section 3.1.2 for further details on the application). For each step

(i.e., tourniquet positioning; tightening; twisting and locking the

windlass), the application saves the time required to complete it.

The proper tourniquet position was checked by the application,

as the user could not proceed with the training until the

tourniquet was positioned in the right place. Regarding the

second and third steps, a single experimenter checked whether

the participant successfully accomplished the task. After the

simulation, participants filled out four questionnaires (Figure 7):

(i) SSQ (35), to analyze and observe any discomfort caused by

the AR application; (ii) System Usability Scale [SUS (36)]; (iii)

User Experience Questionnaire [UEQ (37)]; (iv) Simulation Task

Load Index [SIM-TLX (38)].

Nonparametric Mann Whitney test was used to determine

significant performance differences between subjects, while one-

sample Wilcoxon signed rank test was used to analyze

questionnaires data. P values have been Bonferroni corrected for
Frontiers in Digital Health 07
multiple comparison. Results were considered significant with a

p value, 0:05. All statistical analyseswere conducted using JASP 0.19.

3.2.1 Questionnaires
As mentioned before, we have selected different questionnaires

to evaluate the AR application in terms of: simulator sickness;

usability, namely the subjective experience resulting from the

interaction with a MR system (39); workload which results from

task demand, user’s behavior, skills and perception (38);

subjective user experience.

Simulation Sickness Questionnaire (SSQ) is used for

measuring users’ level of sickness symptoms, as a result of a MR

simulation (40). This is a standardized questionnaire asking

participant to rate 16 symptoms on a four-point scale (0–3). This

questionnaire is presented to the subject twice: before and after

the simulation, to ensure that any symptom that might occur is

strictly related to the use of the AR application.

System Usability Scale (SUS) (36) is a standardized 10-item

questionnaire with 5-points Likert scale; from strongly agree

(5 points) to strongly disagree (1 point). Items cover three usability

criteria: (i) effectiveness, namely the ability of participants to

complete the tasks using the system; (ii) efficiency, the amount of

mental resources needed to complete tasks; (iii) satisfaction, (i.e., the

users’ subjective reactions to the system (39)). To analyze the data,

the scores of the 10 questions need to be added and the resulting

score should be multiplied by 2.5, to obtain a cent scale (41). Scores

greater than 80.3 indicate an excellent usability, between 80.3 and

68 good usability; between 68 and 51 poor usability; scores lower

than 51 insufficient usability (36).

Simulation Task Load Index (SIM-TLX) (38) is used to measure

the workload experienced by the participants while performing tasks

in simulation. This questionnaire assesses various dimensions of

workload such as mental demands, physical demands, temporal

demands, frustration, task complexity, situational stress, distraction,

perceptual strain, task control and presence. For each dimension,

participants rate the level of demand on a 21-point Likert

scale anchored between low to high. 0 - being the lowest. 20 -

being the highest. For each item, we have analyzed the mean and

median value.

User Experience Questionnaire (UEQ) (37) includes 26 items

assembled into 6 dependent scales: attractiveness, efficiency,

perspicuity, dependability, originality, stimulation (42). Each

UEQ item consists of a pair of terms with opposite meanings,

and each item can be rated on a 7-point Likert scale from �3
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(fully agreement with negative term) to þ3 (fully agreement with

positive term).
4 Results

All participants were able to complete the task, i.e., managed

the upper limb hemorrhage, with the aid of the AR application.

Demographic data revealed that most of the participants were

unaware about common techniques to deal with massive

hemorrhage management, with only three subjects who had basic

previous knowledge (i.e., they heard about how to deal with a

massive hemorrhage in a first aid course). Conversely, 14 subjects
FIGURE 8

Mean and S.E. time required to complete each simulation step (i.e.,
step 1: tourniquet placement; step 2: tourniquet tightening; step 3:
windlass lock) *** p , 0:001.

FIGURE 9

Number of subjects who indicated scores greater than 0 in the SSQ
test. Dotted gray line: pre test values ¼ 1; dotted black line: pre test
values ¼ 2; filled gray: Post test ¼ 1; filled black: post test ¼ 2. No
subjects reported values greater than 2.
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of 20 had used VR before the experiment and 5 of them were

also familiar with AR (Table 1).
4.1 Performance

As performance indicator, we have analyzed the time needed

by all users to complete the demo, as well as those required to

accomplish each step of the training session (see Section 3.1).

Subjects spent on average 6 minutes to familiarize with the

system, without differences between people with previous VR/

AR experience (mean + S.E.: 358+ 35 s) and people using an

AR system for the first time (360+ 49 s; p ¼ 0:834). The time

spent for the actual training was much less (240+ 26 s

p ¼ 0:004). As expected, the first step (i.e., taking the

tourniquet and position it in the right location), was the

slowest (96+ 13 s), followed by the tightening of the device

(step 2; 69+ 13 s) and the windlass twisting and locking

(step 3; 24+ 4 s; Figure 8).
4.2 Questionnaires

As one of the main drawbacks preventing the use of AR systems is

the so-called Simulation Sickness, we have asked participants to rate

their symptoms before and after the experiment, using SSQ (40).

This way, we could establish whether the system would cause any

symptom, or rather if the symptoms reported where related to the

health status of the participants. Results show an overall low level of

sickness, both before (mean across all the symptoms + S.E.

0:14+ 0:08) and after the usage of the AR application

(0:08+ 0:07; all p values greater than 0.05; Figure 9).

Regarding System Usability (36), the mean of all the SUS scores

obtained is 75 + S.E. 3.2, which indicates an good usability score

(p ¼ 0:006; Figure 10). Indeed, 9 out of the subjects provided a

score greater than 80.3. None of the subjects reported a usability

score lower than 51, and only 4 subjects rated the usability as

poor (Figure 10).

The results obtained from the UEQ (37) support the insights

drawn from the SUS scores. Indeed, overall all the six items of

the UEQ were rated positively by users (p , 0:001 for all the

items; mean + S.E. across all the items: 2:2+ 0:3; Figure 11),

confirming that the user experience was overall very good.

Finally, we asked the participants to fill out the SIM-TLX

questionnaire (38) to assess whether performing the simulation with

the AR system might cause any type of workload or fatigue. Results

report an overall low workload resulting from the usage of the

application. The only values which are significantly different than 0

are Task complexity (mean + S.E. 3:7+ 1:1, p ¼ 0:04), and

Presence (mean+ S.E. 17:1+ 1:1, p ¼ 0:01; Figure 12).
5 Discussion

Existing studies have identified the main elements facilitated by

immersive technologies in: sensory realism, learner interaction,
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FIGURE 10

SUS scores. Each column represents the usability score provided by each participant. Colors indicates whether the usability was considered excellent
(dark green), good (light green), (poor orange). The red bar shows the mean value.

FIGURE 11

UEQ Scores mean and STD value for each scale. Green indicates
good usability, yellow average usability, red low usability.
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facilitator control and scenario immersion (43). The current work

presents an AR application, based on the HoloLens2 device, which

leverages two of these elements, namely, scenario immersion and

learner interaction, to develop an application for training non-

experienced users in the medical treating of upper limb

hemorrhage. Even though the application moves along some

predefined training steps, the duration of each step and the

interaction modalities can be controlled by the user, allowing

them to choose their feedback preference and to proceed at their

own learning pace. Those positive aspects have been confirmed

by a preliminary evaluation of the system done with 20

participants, which have effectively completed the AR training

session, and positively evaluated the system in terms of usability

and workload. By looking at the results, we can draw
Frontiers in Digital Health 09
some interesting conclusions, whilst preliminary, about the

proposed system:

• Although many participants had previous experience with

VR/AR, the Demo/Familiarization session has been

extensively used by all users, providing a sufficient level of

expertise to carry out the training session. Hence, all the

participants were able to complete the training in less than

5 min, thus suggesting that the familiarization session was

effective to get acquainted with AR instruments. This result

highlights the importance of designing a familiarization

session prior to any VR/AR-based training experience,

which let the user familiarize with the environment and its

possible interactions. The importance of coupling VR/AR

with a familiarization session is a highly debated topic in

healthcare education, and more generally in all the fields

where immersive applications are used by people without

any technical knowledge and background. Indeed, a pre-

training phase is desirable to avoid any negative outcomes

that might be driven from the novelty effect (44). Further,

providing users with a familiarization session would reduce

intrinsic cognitive load (45), increase attention during the

training (46), and release memory, and other cognitive

resources, thus promoting learning while using immersive

technologies (47).

• Users took between 1.5 to 5 min to properly position the

tourniquet. Analysis on the single steps revealed that taking

the tourniquet and position it was the slowest step, followed

by tightening and locking it (Figure 8). One can argue that

the application of a tourniquet for a massive bleed is a time-

sensitive operation. In general, trained rescuers should be

able to successfully apply a tourniquet in less than one

minute (48, 49). However, the AR application that we
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FIGURE 12

SIM-TLX Scores, mean and S.E. values for each dimension. *p � 0:05; **p � 0:01.
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developed was designed to teach untrained rescuers how to

apply a tourniquet and not to support untrained lay rescuers

in a real emergency. Therefore, it is reasonable to assume

that a training would require more time than positioning a

tourniquet in a real emergency. Future studies should assess

whether the time required to apply a tourniquet decreases

after the training with the AR application, suggesting that

such system would be beneficial to the users in real

emergencies. As one of the possibilities of AR is to provide

immediate cues in real-life situations, it is crucial to

acknowledge that performing an action with the aid of AR

would usually take longer than without it. Therefore,

research groups should focus on how to design applications

that can be used in real time, especially in time sensitive

situation, as the trauma and emergency medicine field. In

this context, it might be useful to investigate the support of

artificial intelligence to define the severity of hemorrhage

and suggest the best way to the layperson to adopt to stop

the bleeding.

• Another possible explanation of the fact that users took quite a

long time to succeed with the tourniquet positioning might be

that the cues provided were not optimal, and user might have

struggled to complete the three steps, or interact with the AR

application. As a matter of fact, users could interact in

different ways with the application (i.e., with their hands, by

completing actions, or verbally). These options have been

implemented, as we wanted to explore the possibility of a

personalized training application. In fact, one of the main

differences between VR/AR-based applications and instructor-

guided courses is that the former do not provide

individualized learning (11). Studies investigating the impact

of cues on learning and retention outcomes, reported that

personalized cues promotes memory creation, access to mental

states and strengthen memory accuracy and retention (50, 51).

However, identifying optimal cues is a trial and error process

which might slower the task accomplishment (52).

Nevertheless, questionnaires results report an excellent system
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usability, a very good user experience and high values for

immersion and sense of presence, thus suggesting that he AR

interface was perceived as very usable, and that participants

were able to quickly learn how to use the device and select

the most appropriate cue.

• Regarding the questionnaires results, that allowed us to collect

information about the subjective experience while using the

application, we can conclude that, other than being usable, the

AR application has neither caused sickness symptoms, nor

workload on users. Simulation sickness and workload are two

crucial aspects to evaluate when developing a VR/AR

application, as they often affect the usage of such applications,

as well as its training potentialities. Simulation sickness is a

frequent phenomenon occurring when people use VR/AR

(53); even though many theories have been developed to

explain its incidence, it is still unclear which factors can cause

such discomfort, and how to mitigate it (54). Furthermore,

simulation sickness has been extensively studied in VR, while

its occurrence in AR is still debated (55). With out results we

can conclude that our AR application does not provoke any

simulation-related symptoms. Studies on workload instead

positively related performance (56) with mental workload.

Further, cognitive workload resulting from using AR seems

greater than traditional training methods (57). In our study,

the reported workload is overall very low (Figure 12), despite

all the subjects succeeded in performing the task. Future

studies should investigate whether (i) massive hemorrhage

training using the AR would be more effective and demanding

than traditional methods; (ii) multimodal cues affects

mental workload.

• Our result is in line with other usability studies on AR/VR for

medical training. In fact, people testing VR/AR tools, either

experienced healthcare providers or untrained learners, rate

them generally positively in terms of user experience and

usability (58, 59). As reported by (60), hand interactions

might be challenging and therefore require some practice to

master them. Some of our subjects had the same issue while
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using the AR application; this has been reflected on a slightly

lower values for the user experience questionnaire item

“dependability”, that is the impression to be in contact with

the product, with respect to other items. A study from 2017

which investigated whether non-verbal cues could improve

VR-based first aid training, indicated that icons can be used

for the training of people without medical knowledge (61).

The comparison of the present results with similar usability

studies suggests the proposed application can be beneficial

for medical learning, without affecting user experience

and usability.

• As said above, during the experiment, some subjects found it

challenging to properly interact with the system; particularly, they

took some time on understand how to press buttons and handle

virtual objects. Even though these difficulties have not affected the

overall system’s usability, the task complexity was significantly

greater than zero. The future version of the AR application should

simplify the interactions, and/or offer alternatives on how to

control virtual objects (e.g., by pointing toward a virtual button to

press it, or touching it; grasping a virtual object with the entire

hand or pinch it with two fingers). Moreover, some subjects

particularly appreciated the audio cues. In view of this, future

development includes the implementation of conversational

agents and interactive virtual assistants that would provide

tailored advice and allow for a verbal user-system communication.

Altogether, the above-mentioned improvements heads towards an

increasingly personalized training.
5.1 Limitations

For this study, we have enrolled subjects who did not have

medical background, as the target population would be people

without medical knowledge who need to be trained in limb

hemorrhage control. However, most of the participants had an

engineering background, which could potentially lead to biases in

the results. Indeed, people with a technical background could be

more technologically proficient than people with a nontechnical

education. That said, among them there were robotics and

biomedical engineers, but also environmental, naval, and

industrial engineers having very different skills and interests. In

addition, participants ranged from first-year bachelor students up

to graduated people currently working in various fields. System’s

usability results seem not to be affected by either the educational

background or the previous exposure to VR/AR. Indeed, out of

the 4 subjects who rated the usability as poor, one had an

engineering background, but three had experience with VR/AR.

Another limitation concerns the number of subjects enrolled

for this study. Even though the power analysis suggests that 20

subjects are enough to assess system’s usability and workload, the

sample might be too small to generalize the findings. In this

regard, international and multi centric studies will be advisable.

Finally, the present study does not evaluate skills’ learning and

retention and does not compare the proposed system with traditional

training methods (i.e., videos, classes or manikin-based simulation).

Indeed, we focused on the development and presentation of an AR
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application for limb massive hemorrhage management training that

combines AR with multimodal cues. Results show that all the users

successfully completed the task, suggesting that the application will

let people acquire a skill. However, future studies are needed to (i)

confirm this assumption; (ii) assess whether this skill is retained and

for how long; (iii) compare the learning efficacy with other training

methods traditionally used to train people how to position an anti-

hemorrhagic device.

To the best of our knowledge, the proposed application

represents the first system which combines AR with multimodal

cues for the training of anti-hemorrhagic device positioning.

Although no direct measures have been done yet on the

effectiveness of the training, those preliminary results suggest

that the proposed application could be an effective strategy to

train inexperienced users to use an anti-hemorrhage device,

being perceived as engaging, easy to use, and not demanding.

Future tests will be aimed at exploring the effectiveness of such a

training, assessing if participants are able to transfer the acquired

skills in a real scenario. Also, this technology can be promising

to expand the number of trained citizen in hemorrhage control

reducing the number of instructors needed.
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