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Artificial Intelligence (AI) has the potential to revolutionize medical training,
diagnostics, treatment planning, and healthcare delivery while also bringing
challenges such as data privacy, the risk of technological overreliance, and the
preservation of critical thinking. This manuscript explores the impact of AI and
Machine Learning (ML) on healthcare interactions, focusing on faculty, students,
clinicians, and patients. AI and ML’s early inclusion in the medical curriculum
will support student-centered learning; however, all stakeholders will require
specialized training to bridge the gap between medical practice and
technological innovation. This underscores the importance of education in the
ethical and responsible use of AI and emphasizing collaboration to maximize its
benefits. This manuscript calls for a re-evaluation of interpersonal relationships
within healthcare to improve the overall quality of care and safeguard the
welfare of all stakeholders by leveraging AI’s strengths and managing its risks.
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1 Introduction

Artificial Intelligence (AI) offers numerous opportunities to revolutionize medical training,

diagnostics, treatment planning, and healthcare delivery through the development of computer

systems that can perform tasks traditionally requiring human intelligence, such as decision-

making, language understanding, and pattern recognition (1). For example, AI has been

utilized in diagnostic imaging to assist radiologists in identifying patterns in medical images

(2). Within the realm of AI, Machine Learning (ML) is a critical subset in which

algorithms learn from data, improving their accuracy and effectiveness over time. This self-

improving capability is particularly well-suited for applications in medicine, such as

predicting patient outcomes based on electronic health record data, where models can

become more accurate as they process more information over time (3).

Large Language Models (LLMs), for instance, have transformed natural language

processing (NLP), leading to advanced AI chatbots that are capable of offering precise,

context-aware responses. LLMs represent a significant leap in AI’s ability to understand

and generate human language, enabling more natural and effective interactions between

machines and users. These systems may utilize a public or private knowledge base to

provide accurate answers to user inquiries on medical issues (4, 5). For example, with

an estimated 100 million weekly users, ChatGPT can potentially enhance human
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diagnostic performance through collective intelligence. Collective

intelligence refers to AI’s ability to aggregate and analyze vast

amounts of data from diverse sources, including clinical studies,

case reports, and real-time user interactions. This aggregation

allows for a more comprehensive understanding of complex

medical conditions, potentially leading to more accurate and

timely diagnosis (2, 6–8). Another example is the profound

potential of AI to enhance medical training by simulating patient

scenarios, such as virtual patients with varying symptoms,

allowing medical trainees to practice and refine their diagnostic

and treatment skills in a risk-free, feedback-driven environment

(9). In healthcare delivery, AI and ML streamline operations,

improve efficiency, and reduce costs. For instance, AI algorithms

can optimize appointment scheduling by predicting no-show

rates, integrating them into electronic health records to facilitate

better data management, and analyzing patient data to identify

those at risk of developing certain conditions (10–12).

However, the use of AI-based technologies in medical settings

also raises significant concerns regarding ethics and drawbacks that

should be carefully addressed (10). These concerns include data

privacy, validation, bias, and fairness, in which flawed algorithms

could worsen disparities in treatment across demographic groups.

For instance, if AI systems are trained on biased data, they might

inadvertently recommend less effective treatments for minority

populations, thereby exacerbating the existing health disparities.

To address this, several frameworks have been proposed to

mitigate bias and ensure equitable benefits for all patient

populations (11, 12). Lack of transparency in AI decisions can

undermine trust, making it difficult for clinicians to validate

AI-generated recommendations and resulting in hesitation

regarding their use. Just as important, the vast amount of data

utilized by AI raises significant privacy and security concerns,

with risks of data breaches or misuse, which could lead to

unauthorized access to sensitive patient information (13, 14).

Accountability and liability are also challenging as it remains

unclear who should be held responsible when AI errors occur.

Finally, the ability of AI to generate hallucinations, seemingly

credible but incorrect or fabricated information, can lead to

clinical inaccuracies if not properly monitored (13). This risk is

particularly pronounced when non-clinicians use clinical decision

support systems (CDSS) (15) without adequate expertise. Although

AI integration into simulations and virtual patients can be valuable

for skill development, it may lack real-world variability and fail

to develop vital communication skills, requiring extensive faculty

and clinician’s oversight. Ethical concerns, such as emotional

intelligence deficits, educational inequities, and the potential for

plagiarism, also arise with AI’s integration into medical education,

requiring careful consideration and policy development at the

institutional level.

Therefore, medical education faces a pivotal choice on how to

actively integrate AI into clinical training for its safe use or to allow

external influences to determine its role (16). A timely integration

of AI is essential to ensure that medical education equips future

clinicians with the necessary tools for success. To adjust to the

fast-growing user base, evaluating AI’s impact on healthcare

education requires thorough and iterative examinations of its
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influence on the communication patterns of four key

populations-faculty, students, clinicians and patients. This study

explores the influence of AI on each of these stakeholders and

the changing communication patterns it introduces, and

proposes strategies and guidelines for effective AI pedagogical

integration in healthcare education.
2 AI’s multifaced impact on medical
education, practice, and care

2.1 AI’s influence on faculty

The integration of AI in healthcare education is poised to

transform teaching, assessment, and content creation for faculty

(17, 18). AI-driven virtual assistants can offer personalized

guidance and automate assessments, whereas content-generation

AI in healthcare education tools streamlines the creation of

engaging materials (19). While AI can improve creativity and

productivity, faculty will need to adjust the quality and

complexity of assessments as AI can easily be used to answer

questions at lower Bloom’s levels (remember, understand, apply)

and even higher (analyze, evaluate, create) levels (20). Bloom’s

Taxonomy is a hierarchical model that categorizes educational

objectives, with lower levels involving basic recall of facts

(remember), understanding concepts, and applying knowledge to

straightforward scenarios (21). AI excels at these lower levels

because it can rapidly retrieve, process, and apply information

using advanced algorithms and data analyses. This capability

necessitates a shift in strategies to include assessments that

critically evaluate AI-generated outputs as well. Several software

products for learning and competency assessments are already

available and are used in a wide range of fields in the corporate

world for applicant hiring and employee evaluations (22, 23).

Similar platforms are already being used in medical education for

student and faculty evaluations to assess writing and detect

AI-generated content, indicating that the integration of these

technologies into educational evaluations is underway (24). The

expectation is that this trend will continue to grow, leading to

the adoption of even more sophisticated AI-driven assessment

tools in medical education to enhance the evaluation process for

both faculty and students.

These tools may also result in a broader evaluation portfolio, in

which all three learning domains-cognitive, affective, and

psychomotor-can be more readily assessed (24–26), including not

only knowledge and comprehension of learned materials but also

student engagement, analysis of complex situations, critical

thinking, creativity, teamwork, and reflection. Furthermore,

evaluation of programmatic elements may include student survey

data and satisfaction, quality of learning materials, course

structure, curriculum, innovative learning methods, and

department involvement. In terms of faculty benefits, AI can

rapidly reduce the time required to complete several tasks. For

example, it can significantly streamline the evaluation process,

allowing more efficient grading and feedback. AI tools can

automatically grade assessments, analyze student engagement
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through learning analytics, and provide insight into how students

interact with course materials. This allows faculty to focus more

on mentoring and supporting students rather than administrative

tasks. AI can also assist faculty in identifying students who may

be at risk of falling behind by analyzing patterns in attendance,

participation, and assignment completion, thus enabling timely

interventions. Moreover, faculty benefit from AI’s ability to

evaluate the effectiveness of programmatic elements, such as

course structure and curriculum design, by analyzing student

survey data, satisfaction scores, and overall engagement, which

can inform continuous improvement efforts.

Faculty development in medical education can be supported

by AI-based digital solutions, offering clinical decision support

systems (CDSS) to educators, thus enhancing their ability to rapidly

create clinical scenarios for learning (15). These AI-driven tools

provide educators with up-to-date medical knowledge, patient data

analysis, and evidence-based guidelines, enabling them to create

more dynamic and clinically relevant learning experiences. For

example, using CDSS, faculty can simulate complex patient cases

and use diagnostic recommendations, thus demonstrating the

application of theory to practice. CDSS can offer real-time feedback

on diagnosis or treatment choices, allowing faculty to identify

gaps in understanding and adjust their teaching strategies

effectively. However, one should keep in mind that this brings new

challenges, including hallucinations, information bias, and a lack of

transparency (12, 13). AI hallucinations occur when LLMs generate

seemingly credible but incorrect or fabricated information,

often linked to information bias and exacerbated by a lack of

transparency in how AI processes and presents clinical data. This

mandates that users rely on peer-reviewed, evidence-based CDSS

platforms (27) to avoid low-quality outputs, which may be

generated when using widely utilized AI platforms such as LLMs.

However, even with peer-reviewed and evidence-based systems,

the risk of hallucinations can be decreased but is still present.

In addition, the use of evidence-based CDSS by non-clinicians

may result in clinical inaccuracy owing to a lack of expertise in

prompt engineering and an inability to interpret the AI output to

identify these hallucinations and challenge any information bias

that may be present.

Another example of AI integration is the use of simulations and

virtual (computer-generated) patients, which are valuable for skill

development in medical education (9). These tools allow learners to

interact with simulated clinical scenarios, practicing decision-making

and treatment planning in a risk-free environment while replicating

various medical conditions. However, virtual patients may lack real-

world variability, which can limit the scope of learning, and often

focus on technical skills, neglecting vital communication abilities

such as empathy and patient interaction. Additionally, these systems

may be resource-intensive to maintain (28).

Therefore, faculty expertise coupled with extensive, iterative

development remains essential for facilitating in-depth discussions

and deep learning. In this approach, AI can be used as a

complementary partner rather than a replacement for faculty

expertise. A faculty that can effectively harness AI’s capabilities

will enhance the learning environment by integrating AI into

areas such as real-time feedback and personalized learning,
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while still leading the critical aspects of clinical reasoning and

communication. Coordinated collaboration between educators and

clinicians, providing both realistic scenarios in preclinical medical

education and creating a common language among stakeholders,

is therefore highly recommended. This integration ensures that

AI supports and amplifies faculty contributions, rather than

substituting them.

Additional ethical concerns and data privacy issues should be

addressed. Emotional intelligence deficits, educational inequities,

academic integrity, and copyright ownership are some of issues

that may arise with AI integration (13). University leadership

as well as academic policy makers are now challenged with

laying out the foundations for AI in education. Committees

evaluating appropriate integration and usage of AI should be

established at the institutional level to define specific guidelines

and recommendations but may need refinement according to

individual departments and courses. To this end, numerous

universities have already implemented guidelines and policies for

the use of AI. This topic is further explored in the manuscript

under the section “Strategies and Guidelines for AI Pedagogical

Integration in Healthcare Education”.
2.2 Empowering students through AI

Rote memorization and lecture-based learning have lost their

roles as the main components of medical education (21, 29–32).

In contrast, AI offers students personalized enhanced learning

experiences through intelligent tutoring systems (33), reflective

self-assessments (34), virtual laboratories and immersive

simulations (35). Strategies for efficient and responsible AI use

and interpretation, as well as the identification of pitfalls, bias,

and errors, should be integrated into modern curricula. This will

provide students with the necessary skill sets for current and

future AI platforms. Examples include incorporating case studies

where students must analyze AI-generated diagnoses for bias,

using AI in simulations for decision-making practice, providing

exercises that highlight common AI errors and limitations,

teaching students to apply AI tools critically in clinical settings.

We also recommend educating students on the capabilities

and limitations of CDSS, limiting their use where foundational

skills need to be developed and encouraging their use for

knowledge integration in clinical scenarios. AI integration also

provides rapid access to data and knowledge, leading to more

equitable global opportunities (36). Peer-to-peer learning may

also be facilitated by AI, which can foster collaboration and

community among students to match participants, identify

resources, and enable worldwide knowledge exchange. However,

AI may have the opposite effect and potentially minimize team

engagement if learners opt to forgo working with others.

Additional concerns with AI include the collection and utilization

of student data, raising valid privacy and accuracy concerns,

student overreliance on AI technology, ease of plagiarism, and

potential lack of critical thinking development. Therefore,

attention to these potential drawbacks should be addressed in

curricular discussions.
frontiersin.org

https://doi.org/10.3389/fdgth.2024.1458811
https://www.frontiersin.org/journals/digital-health
https://www.frontiersin.org/


Reuben et al. 10.3389/fdgth.2024.1458811
2.3 AI in clinical practice for enhanced
patient care

AI has the potential to revolutionize healthcare by improving the

quality, safety, and efficiency of medical treatment. Based on patient

medical records, history, genetics, risk factors, medications, and

preferences, more rapidly obtained algorithms may also offer

prediction of conditions (37–40) as well as precision treatment

plans (6, 7, 41). Furthermore, novel treatments can be suggested

for patients fitting the inclusion criteria for clinical trials by using

AI to analyze medical records, genetic data, and trial databases,

matching patients with trials based on their conditions and

biomarkers. Medical databases and peer-reviewed frontier

information will be more concise and accessible, allowing

clinicians to stay current in their field. In addition, AI’s role as a

gatekeeper in patient safety is becoming more eminent. For

example, alerts for potential complications during invasive

procedures, life-threatening situations, and drug-related issues may

provide better medical quality and protection against human

errors, delayed diagnoses, or misdiagnoses (42–45). Moreover, AI’s

influence extends beyond clinical care and advances the

optimization of the healthcare workflow. By streamlining

administrative tasks, such as appointment scheduling, billing, and

record-keeping, AI can allow healthcare providers to allocate more

time to patient care (46–49).

Yet with these improvements, important limitations of AI must

be noted. These include data bias at multiple levels, lack of

consideration for socioeconomic determinants of health, patient

preferences, religious or cultural beliefs, and direct clinical

observations (50). The inability to incorporate or even recognize

the influence of these variables could exacerbate health

disparities. Also, given the sensitive nature of patient data,

privacy issues and informed consent must also be considered, as

well as the cost of constantly evolving technology in healthcare

systems with potential technical issues that disrupt workflow.
2.4 Improved patient advocacy and health
literacy through AI

The use of AI can transform patient ownership by providing

platforms that help individuals better understand and manage their

health. These platforms can continuously track patients’ biometric

data, sending personalized notifications that prompt timely actions

and ensure adherence to treatment plans. For example, some

platforms aim to better control chronic diseases, such as glycemic

control, through ongoing monitoring and AI-based alerts (51),

patient adherence with automatic scheduling (48), and drug

management reminders (52). NLP and chatbots provide patients

with unprecedented access and interpretation to understand

complex medical information (52, 53). AI-facilitated telemedicine

may offer immediate healthcare guidance and assistance to patients

to prevent disease or manage progression (54). AI-powered health

apps and platforms offer comprehensive medical information that

promotes health literacy, whereas real-time monitoring and virtual

assistants may ensure continuous feedback and treatment
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adherence. Yet, there should be considerable apprehension about

patients’ capacity to discern between trustworthy and misleading

online health data and the potential for misinterpretation (52). In

our view, these future medical AI-platforms for patients should be

based on peer-reviewed databases, include scaffoldings and

structured templates to guide the patients in their use. These

platforms will provide access to information, references, and specific

explanations relevant to the patient’s specific conditions, and should

be integrated with real-time expert validation to minimize the risk

of misinformation. To avoid inadequate self-treatment, these

platforms will also direct the patient to the relevant clinician and

suggest further activities that needs to be done. This is an extremely

important feature as patients may over-rely on AI for medical

guidance, potentially leading to a lack of a needed interaction with

expert healthcare professionals. Moreover, patient security, privacy,

and confidentiality concerns emerge as personal health data is

shared with AI systems. These concerns include the risk of

unauthorized access, data breaches, and the misuse of sensitive

health information. AI systems must follow strict data protection

regulations, implement strong encryption, ensure transparency in

data usage, and give patients control over their information to

address privacy concerns (14).
3 AI in healthcare: redefining
relationships, roles, and education

The assimilation of AI into healthcare enterprises dramatically

empowers each of the four populations, thus changing the nature

of their involvement in medical processes and consequently shifting

the pivot point in their relationships (Figure 1). For many years,

health professionals, who served as educators and practitioners,

were at the core of healthcare, imparting knowledge and skills

through a patriarchal, primarily linear pattern. Students, the future

healthcare workforce, developed under the guidance of educators

and clinicians in this model. Patients were mostly on the receiving

end and afforded minimal input for their own health care. This

predominantly unidirectional model has already significantly

changed to a bidirectional model (Figure 1A). In an AI-facilitated

reality, an additional transformative shift occurs in these

interactions, moving to a multi-directional network. As a partner

for learning, data collection, and problem solving, AI can effectively

narrow the language and knowledge gaps between professional and

non-expert stakeholders by translating technical jargon into lay

language at the specific educational level of the patient or student

(Figure 1B). Therefore, educating all four populations on the

responsible use of AI in medicine regarding its opportunities and

potential dangers is imperative (Figure 1C). Effective

communication requires faculty members and clinicians to be

adept at working with the learning tools and knowledge platforms

used by the new generation of students and be able to adapt them

for improved teaching and learning. Clinicians and residents

should receive training in communicating with patients who are

turning to AI for answers, thus balancing the risks associated with

self-treatment due to AI while continuing to encourage patients to

be more involved in their healthcare decisions (Figure 1C).
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FIGURE 1

Changes in key health system players’ interrelationships in the era of AI. The arrows symbolize the dynamic interactions between the four stakeholders,
with the AI positioned at the center as a new participant. Solid lines represent a higher level of information access and input; dashed lines represent a
relatively lower level of access and input. (A) Before the availability of AI technologies, communication primarily followed a bidirectional pattern with
patients being relatively passive recipients of information and instructions. Students constructed knowledge and gained competencies under the
guidance of faculty members and clinicians, progressively developing their expertise in problem-solving and patient treatment. The health system’s
responsibility was primarily centered on clinicians and patients, with faculty involvement in preclinical education. Faculty and clinician professionals
collaborated to reduce the gap between education and clinical practice. (B) With the availability of AI technologies to patients, students, and
experts, medical knowledge is now more accessible to all stakeholders. This shifts communication interrelationships towards a more multi-
directional approach, breaking down language and competency barriers and making AI a collaborative partner in decision-making.
(C) Incorporation of AI education and training plays a crucial role in guiding all players for the effective and responsible use of AI, maintaining the
desired level of expertise to minimize misinterpretations and medical errors.

Reuben et al. 10.3389/fdgth.2024.1458811
4 Stakeholder interactions in
AI-facilitated health

AI can enhance patient-provider communication by providing

personalized health information, reminders, and follow-up

recommendations. For instance, chatbots and asynchronous online

information about the exact procedures and processes involved

can answer common patient queries reducing the burden on

providers. Thus, these AI platforms could be accessed by patients

at their convenience. AI-driven appointment scheduling can screen

and clear patients for appointments, optimize patient wait times,

improve access, and reduce administrative overheads. Predictive AI

analytics can help allocate resources efficiently. However, a

decrease in the humanistic element and potential misuse of patient

data by AI could potentially affect empathy and patient trust.

Therefore, balancing AI use with human communication is crucial

to meet the unique needs of each patient.

AI can assist medical students in learning by providing real-

time information during patient encounters. Enhanced virtual

simulations can reinforce clinical skills training. However, the

sole use of AI could result in less exposure to diverse patient

cases, limit hands-on experiences, and spread misinformation. To

mitigate this potential adverse effect, AI platforms should be

trained on reliable validated data from diverse patient populations.

For faculty and clinicians, AI can support the creation of

personalized learning paths for students, adapting to their needs

and progress. These paths coupled with expert mentorship will

prevent students from missing out on nuanced clinical insights

that may not be captured by these platforms. In addition, AI can

help facilitate collaboration amongst providers and streamline

referrals to reduce the patient time spent waiting to see a

specialist. While AI can rapidly analyze medical literature and data
Frontiers in Digital Health 05
to assist in evidence-based decisions, overreliance could limit

creativity and ingenuity. For example, in a power outage or cyber-

attack, the health care provider must still be able to function and

respond appropriately with limited equipment or resources.
5 Strategies and guidelines for AI
pedagogical integration in healthcare
education

To ensure a thorough and practical understanding of AI and

ML in healthcare, early and continued incorporation into

medical training is crucial. Therefore, we advocate for making AI

and ML fundamental to the medical curriculum through

specialized courses during preclinical (55, 56) and clinical (57)

years, as well as integration into postgraduate and continuing

medical education. For instance, cardiovascular disease modules

could include discussions on current and emerging AI tools for

imaging and patient monitoring (58). For this to occur, AI will

also need to be included in accreditation standards and board

exams. Recognizing that early-stage medical students might

initially struggle to see the relevance of a technologically driven

subject, leveraging student-centered methods, such as problem-

based learning (PBL) (59) and AI-incorporated case studies, will

enhance motivation and mastery of the AI language (19). Hands-

on AI projects and simulations can provide practical experiences,

whereas discussions and reflections on the ethical use of AI in

medicine can broaden students’ understanding of its wider

implications. The challenge will be to create authentic

simulations that mimic actual practice.

Courses and workshops should aim to equip medical

practitioners with the skills to navigate both medical and
frontiersin.org
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technological dialogues effectively, understand AI’s potential as

well as discern inappropriate technologies for their needs, and

evaluate the accuracy and limitations of AI analyses (60). This

requires specialized training for the faculty and clinicians, which

extends beyond traditional medical education. Workshops,

seminars, conferences, and continuing education (CME) modules

for AI and ML applications in education and medicine will need

to contain the technical aspects, ethical considerations, data

privacy, and guidance on the interpretation of AI-generated data

(60). For example, a workshop series could cover topics ranging

from basic AI concepts and tools to advanced subjects, such as

interpreting AI images and research findings.

To this end, many universities have already established

guidelines and policies for AI use. For example, the Cornell
TABLE 1 Recommendations for clinicians Use of AI.

For All Clinicians
Stay informed:
standards and guidelines

Familiarize yourself with key regulatory frameworks
(USA) (77), the WHO (71, 72), the AMA (73), and

Regularly review updates on AI regulations and guid
provided by the FDA (78), including the Proposed Re
(SaMD) (79) and Artificial Intelligence and Medical

Stay informed:
updated tools

Define clinical aspects where AI tools can be incorp
pending results, radiological diagnostics, etc.)

Decide which AI platforms are most appropriate for
and the UK NHS App Certification Programme (81

Stay updated with upcoming platforms and clinical
minimize biases and errors, regulatory approval stat

Data privacy and security Implement robust data protection measures to safeg

Ensure AI tools maintain the confidentiality of patien
in the USA (82).

Broad AI applications Define areas where AI tools can be incorporated in y
administrative work, scheduling, patient compliance

Gradually incorporate AI tools in the various areas

Patient education Educate patients about the benefits and limitations o

Ensure informed consent is obtained when using AI

Professional development Enroll in continuous education, online courses and c

Join professional organizations and stay updated on
networks.

Consult with experts Seek advice from AI experts and consultants to eval

Collaborate with other healthcare providers and syst

For Clinicians Associated with a University
Collaborate with research
departments

Leverage academic resources and connect with instit
tools, training, and technical assistance for enhanced

Engage with university research departments to acce

Encourage collaboration with university’s computer
medical field.

Educational initiatives Contact institutional centers for teaching and learni

Consult with faculty development leaders to provide

Encourage interdisciplinary collaboration to integrat

For Hospital settings
Specialized
AI tools

Identify AI tools tailored to your specialty, such as r
regulatory compliance, according to standards like t
European Parliamentary Research Service report on

Participate in specialty-specific AI research and deve

Multidisciplinary team work Utilize AI platforms that support an environment o

Incorporate AI platforms that improves care provide

AMA, American Medical Association; CBER, Center for Biologics Evaluation and Research; CD

Health; CME, Continuing Medical Education; EU, European Union; FDA, United States Foo
Insurance Portability and Accountability Act; IT, Information Technology; NHS, National Heal

Care and Health; WHO, World Health Organization.
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University task force created reports for using generative AI in

teaching, research, and administration (61). Stanford University

has created several modules that faculty can access for help with

integrating AI into their courses (62). The University of Helsinki

(63), and the University of Waterloo (64) guidelines allow course

coordinators/directors to decide the extent in which AI can be

used. Duke University has also launched a website solely

dedicated to AI use in healthcare in addition to its general

university guidelines (65–67). The University of Oxford has

created guidelines for their students (68), as well as an institute

for the ethical use of AI (69).

For clinicians, CME credits in AI applications and hands-on

training with AI-powered tools, such as Google’s DeepMind AI

or RETFound (70) for eye disease detection, may emphasize the
and guidelines such as the EU AI Act (75, 76), the Blueprint for an AI Bill of Rights
other relevant organizations in their own country or countries of practice.

elines to stay current with best practices and compliance requirements, such as those
gulatory Framework for Modifications to AI/ML-Based Software as a Medical Device
Products: How CBER, CDER, CDRH, and OCP are Working Together (80).

orated in your practice (e.g., drug recommendations and interactions, follow-up

your needs by considering those vetted by organizations such as ORCHA, Happtique,
)

trials and ensure the AI tools have undergone rigorous validation and testing to
us, transparency in data usage, and documented performance metrics.

uard patient information, in compliance with legal and ethical standards.

t data by adhering to privacy regulations, including the EU’s GDPR (74) and HIPAA

our practice to improve patient outcomes and streamline practice management (e.g.,
, patient satisfaction, telemedicine platforms).

while evaluating their effectiveness and upgrade as novel tools developed.

f AI tools in their care.

tools in patient care.

ertifications on AI in healthcare offered by reputable institutions (e.g., CME credits).

specialty-specific AI advancements through journals, conferences, and professional

uate and implement AI tools effectively.

ems to share insights and experiences with AI applications.

utional IT support to stay updated on AI advancements, ensuring seamless access to
healthcare applications.

ss cutting-edge AI tools and participate in clinical trials.

science experts to develop novel AI platforms for specific needs arising from the

ng to access workshops on AI use.

educational programs and workshops on AI in healthcare.

e AI knowledge across different medical specialties.

adiology, surgery, oncology, or cardiology, and evaluate their effectiveness and
he FDA’s Proposed Regulatory Framework for AI/ML-Based SaMD (79) and the
AI in healthcare (14).

lopment projects to contribute to the advancement of AI in your field.

f collaborative communication among all providers in the care team.

rs administrative management and reduces unnecessary paper work.

ER, Center for Drug Evaluation and Research; CDHR, Center for Devices and Radiological

d and Drug Administration; GDPR, General Data Protection Regulation; HIPAA, Health
th Service; OCP, Office of Combination Products; ORCHA, Organization for the Review of
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practical integration and interpretation of AI recommendations. In

addition, clinicians should be educated on communicating insights

to patients while also focusing on the aforementioned limitations

and risks of AI, including potential biases, as well as the

importance of maintaining a critical perspective on AI-generated

data. Collaboration among educators, medical practitioners,

biomedical researchers, and computer scientists through a shared

language can also inspire the development of innovations that

meet the evolving needs of the healthcare sector. The World

Health Organization (WHO) has released two documents that

summarize the risks for LMM use in healthcare, as well as

regulatory and ethical considerations (71, 72) and could be used

as the basis for these discussions. In addition, the American

Medical Association (AMA) has published several articles for AI

in medicine (73). For referencing the European Union’s stance

on AI in healthcare, the 2022 report by the European

Parliamentary Research Service is a valuable source. It discusses

the role of AI in enhancing clinical practice while focusing on

compliance with regulations like General Data Protection

Regulation (GDPR) (74), alongside addressing concerns about

data privacy, security, and ethical use (14). Table 1 provides a

summary of recommendations for clinicians from these and

other references listed in this paper.

Professional guidance of patients by medical staff is crucial to

effectively communicate the benefits and risks of AI and ML in

healthcare (53). Patients could benefit from educational

campaigns aimed at improving AI health literacy and explaining

how AI tools enhance their care. Transparent communication

should also include the limitations of these technologies to help

build trust and empower patients to make informed decisions

regarding their health. One recommendation is to create a smart-

phone medical AI application with embedded prompt

engineering scaffolds for patients (as well as providers and

students) that only utilizes peer-reviewed, validated evidence and

data. The application output could be reviewed together with the

provider. An additional innovation would be the creation of

programs that train medical personnel with expertise in patient

care and AI. Examples of these unique health care providers exist

at the Sheba Medical Center in Tel Aviv, Israel. There, AI usage

in the emergency medical department provides easy, fast and

reliable medical care for patients with limited face-to-face

interaction while still leveraging the expertise of trained AI

medical professionals (unpublished).
6 Conclusion

AI will continue to redefine professional health education and

patient care. This transformation in healthcare necessitates a re-

evaluation of interpersonal connections and relationships making

it imperative to educate all involved groups on AI’s responsible

use in health care. The integration of AI can support faculty in

providing personalized education, equipping students with

advanced learning tools, enhancing clinician opportunities for
Frontiers in Digital Health 07
better, more rapid data-driven decisions, and empowering

patients to advocate for their health. In this manner, AI users

will be more aware of the limitations of the systems that they

access, so that AI’s strengths can be leveraged to enhance the

quality of care, while also safeguarding those involved from its

potential risks.
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