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Energy efficiency is a topic with many publications related to resource exploitation at a local
scale; via well-performed energy management, substantial environmental and economic
benefits can be achieved. In this article, the models used to forecast the photovoltaic
power yield in two distinct facilities are described. These facilities are part of the same
production plant, which makes use of different heterogeneous resources (carbon dioxide,
water, thermal energy, and electricity) and has already been analyzed in a problem that
consists in finding the set of variables that minimize the operation cost. In order to predict
the power production for both photovoltaic fields, the expressions for radiation on sloped
surfaces and the equivalent circuit for solar cells are employed, and the inverters and wire-
transmission loss effects are considered. Furthermore, their integration within a general-
purpose modeling framework for energy hubs is demonstrated. The comparison between
validation results and production real data shows that despite the slight overestimation of
the energy yield, the models are suitable to forecast the production of both facilities with a
suitable accuracy, as the R2 coefficients of both facilities lie between 0.95 and 0.96.
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1 INTRODUCTION

The number of photovoltaic (PV) facilities in the world has significantly grown over the last
decades, and they are expected to be a key piece in the future power system (Gul et al., 2016).
According to Kazem and Yousif (2017), “PV applications have been employed in
communications, crop irrigation, healthcare devices, lighting, water purification,
environmental monitoring, cathode protection, air navigation and marine systems, utility
power, and other commercial and residential applications.” However, despite the significant
amount of energy hubs (EHs) where PV systems are included (Mohammadi et al., 2017), to the
best of the author’s knowledge, most approaches consider just a fixed efficiency value for PV
fields, and the possibility to regulate the power produced is often neglected; instead, it is assumed
that the field yields as much power as the level of irradiance allows.

Whereas this can be acceptable for design applications, on other occasions, a better periodic
estimate of the fields’ performance is required, for example, the cases of energy management
strategies for self-consumers where the decisions hourly taken require forecast the power yield by a
PV field (Ramos–Teodoro et al., 2018) or the design of facilities based on multilevel optimization
(Evins 2015). In these cases, a static model for estimating the overall production from the actual
weather conditions can be still enough for such purposes while keeping the computational
burden low.

Consequently, the contributions of this article can be summarized as follows.
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• Providing an example of integration of converters with
time-variant coefficients within the modeling framework
proposed by Ramos–Teodoro et al. (2018, 2020), whose
main purpose is to be used for energy/resource management
and dispatch problems.

• Validating a whole photovoltaic production model for two
facilities with heterogeneous layout and data.

The remainder of this article is organized as follows:
Section 2.1 introduces the building of the Solar Energy
Research Center CIESOL and a PV parking located at the
University of Almeria campus, which served as test-bed plants;
Section 2.2 describes the modeling framework for which the
PV generation model has been developed; Section 2.3 presents
the main first principles models that have been well established
in the literature for solar radiation on sloped surfaces and for
PV (photovoltaic) cells, respectively, and details the
arrangements made to consider the inversion and
transmission losses in the PV (photovoltaic) facilities,
including curve fitting for some of the parameters; Section
3 real data are employed to test the validity of the parameters
characterized in the previous sections; and Section 4
synthesizes the authors’ reflections and elucidates possible
future enhancements for the production model described in
the following text.

2 MATERIALS AND METHODS

2.1 CIESOL Building and Photovoltaic
Parking
The Solar Energy Research Center (CIESOL) was founded in
2005, thanks to an agreement between the University of
Almeria and the Center for Energy, Environment, and
Technology (CIEMAT) of the Ministry of Economy and
Competitiveness. The center is located at the University of
Almeria campus (36.83°N, 2.41°W), in a building which
receives the same name as the center: The CIESOL building
(Figure 1). This has a total surface area of 1071.92 m2, laid out

on two floors, and was built following bioclimatic criteria,
incorporating several energy-saving passive and active
strategies. A vast network of sensors allows recording and
monitoring information in order to determine, or at least
estimate with a high degree of confidence, CIESOL’s energy
consumption, outdoor and indoor climate conditions, and
occupancy, among others.

Although the main facilities of interest and their features are
summarized in the following text, readers are referred to Castilla
et al.’s book which contains a detailed description of CIESOL
(Castilla et al., 2014). The PV field is composed of forty-two
Atersa A-222P modules, facing south (azimuthal angle of 21°

east), with a surface area of 1,63 m2 and a slope angle of 22°, and
distributed in three arrays of fourteen collectors each, connected
in series (seven on the left and seven on the right at the highest
part of the roof, as shown in Figure 1). Each array feeds a CICLO-
3000 inverter where the electrical parameters related to
production are measured and sent to a database, mainly direct
current and voltage as well as alternate current and voltage at each
inverter.

On the other hand, the PV parking of the University of
Almeria (36.83°N, 2.40°W), shown in Figure 2, consists of ten
arrays of 483 Conergy PA 240P modules (twenty-one in series
and twenty-three in parallel) connected to a Fronius Agilo 100
inverter (4,830 modules and ten inverters in total) for
production purposes, as well as another three arrays for
experimental testing, connected to their respective Fronius
IG Plus 55v3 inverters, and distributed as follows: twenty-four
Conergy PA 240P modules (twelve in series and two in
parallel) in the first group, twenty-four Conergy Power Plus
240M modules (twelve in series and two in parallel) in the
second, and seventy-two First Solar FS-380 modules (eight in
series and nine in parallel) in the third. All the modules have a
slope angle of 7° and are facing south (azimuthal angle of 21°

east).

FIGURE 1 | Backside picture of the CIESOL building where the
photovoltaic field and the field of solar collectors are visible in the rooftop.

FIGURE 2 | Photovoltaic parking at the University of Almeria.
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2.2 Prior Modeling Framework for Energy
Hubs
In broad terms, the models of most EHs represent energy and
mass balances between a set of input resources that can be
transformed into another set of output resources. These
resources are represented mathematically through variables
which constitute the, respective, input and output vector
elements. The basic relationship proposed by Geidl and
Andersson (2007) is based on a coupling matrix C that
represents the conversion process between multiple energy
carriers in the steady state (L − CP = 0), where P is the input
power or source and L is the output power or load. The
coefficients of this matrix are given by the product of the
efficiencies of all the conversion units or devices that intervene
in the conversion and the so-called dispatch factors that need to
be introduced whenever one energy carrier splits up to several
flows inside the EH. Additional constraints may consider power
limits, the presence of storage systems, and necessary energy
balances among these dispatch factors.

This has led to formulations that have progressively
introduced elements to represent conversion and storage
processes more accurately but share a similar basis. In contrast
to other proposals in the literature, the model developed by the
authors of this article defines a “path vector” whose elements are
decision variables for each possible path between inputs and
outputs. This allows avoiding the nonlinear relationships of Geidl
and Andersson’s model when two dispatch factors are multiplied
in the coupling matrix, and to formulate the conversion model of
complex EHs in a simpler manner, with fewer decision variables.
The input and internal flows are obtained from the elements of
the path vector and suitably defined coupling matrices. Some
outputs or loads can be considered dependent on the fact that
certain device is turned on or off, which was taken into account in
the model by arranging Geidl and Andersson’s equation L − CP =
0. Readers are referred to the articles published by
Ramos–Teodoro et al. (2018, 2020) for further information on
the full model of which some equations are presented in the
following text.

2.2.1 Conversion Model
Considering the most common elements in previous approaches,
the conversion and storage model of a general EH needs a
minimum set of variables representing the structure of the
system to be defined. Therefore, let Ni represent the number
of input flows, No the number of output flows, Np the number of
paths between these inputs and outputs, Nd the number of
conversion devices with a total amount of Ndi input flows, and
Ndo output flows. Also, the equations are represented in discrete
time, with a uniform sample time T = t(k + 1) − t(k), where k
constitutes any discrete-time instant. Thus, the conversion
processes need to satisfy the balance conditions at each time
step, as stated in Eq. 1,

δO k( )O k( ) +M k( ) � C k( )P k( ) − Qch k( ) + Qdis k( ), (1)
where P is the Np × 1 vector of flows between inputs and outputs
or “path vector,”M is the No × 1 vector of market sales flows, O is

theNo × 1 vector of output flows,Qch is theNo × 1 vector of charge
flows,Qdis is the No × 1 vector of discharge flows, C is the No × Np

coupling matrix, and δO is the No × No binary diagonal matrix of
output activation.

Additionally, the relationship between the internal P vector
flows and both the input flows to the EH itself must be
established, as defined in Eq. 2, and the input–output flows in
each device, as given in Eqs 3, 4.

I k( ) � CiP k( ), (2)
Di k( ) � Cdi k( )P k( ), (3)
Do k( ) � Cdo k( )P k( ), (4)

where I is the Ni × 1 vector of input flows, Di is the Ndi × 1 vector
of devices’ flows (referred to their inputs),Do is theNdo × 1 vector
of devices’ flows (referred to their outputs), Ci is theNi ×Np input
coupling matrix, Cdi is the Ndi × Np device coupling matrix
(referred to their inputs), and Cdo is the Ndo × Np device coupling
matrix (referred to their outputs).

Except vector O, which a priori does not contain decision
variables, and vector P, which is indirectly limited by the
production capacity of the conversion devices from the
following equations, the remaining vectors need to be
constrained in order to ensure that the conversion devices do
not exceed their defined capacities. That is the raison d’être of
Eqs 5–8,

Mmin k( )δM k( )≤M k( )≤Mmax k( )δM k( ), (5)
Imin k( )δI k( )≤ I k( )≤ Imax k( )δI k( ), (6)

Dmin
i k( )δDi k( )≤Di k( )≤Dmax

i k( )δDi k( ), (7)
Dmin

o k( )δDo k( )≤Do k( )≤Dmax
o k( )δDo k( ), (8)

where the superscripts “max” and “min” refer to the upper or
lower limits of each vector, respectively (e.g., Imax determines the
maximum amount of resources that can enter the EH), and the
rest of δ symbols define diagonal binary variables that indicate if
the flow is allowed or not. In particular, δM is the No × No binary
diagonal matrix of market sales flow activation, δI is the Ni × Ni

binary diagonal matrix of input flow activation, δDi is the Ndi ×
Ndi binary diagonal matrix of devices’ flow activation (referred to
their inputs), and δDo is the Ndo × Ndo binary diagonal matrix of
devices’ flow activation (referred to their outputs).

2.2.2 Conversion and Capacity Models
The element of the vectors that bound the flows within the energy
hub (denoted with the superscripts “max” and “min”) and of the
coupling matrices that contain values of efficiencies (denoted
with the letter “C”) are defined in coherence with the physical
component that they represent. Most values in the above matrices
and vectors are defined by setting the lower bound to zero and the
upper bound to infinite for unconstrained flows, and setting the
efficiencies to zero (instead of minus infinite, which would lead to
having undesirable reverse flows) when there is no possible flow
among devices/EHs or to one in lossless conversion/
transportation processes. Many other processes occurring in
the EH are actually characterized as having complex dynamics
which cannot be entirely reflected in the above equations without
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these being reformulated, affecting how the former parameters
are defined.

Such issues have already been tackled, for example, by Evins
et al., who proposed methods to prevent devices from starting up
too frequently and to turn the nonlinear dynamic of load-
dependent efficiencies into step-wise curves (Evins et al.,
2014). In order to keep things simple, the usual approach of
the authors of this article lies in using constants, usually from
manufacturers’ specifications and considering that they cover the
main range of operation of each device; or time-variant
coefficients, which should be deductible from the models that
dictate the behavior of each process. The latter is the reason why
the parameters of the model presented by them depend on k
(Ramos–Teodoro et al., 2018, 2020), which is relevant to facilities
such as PV fields, whose production along the day needs to be
calculated with the models presented in the following sections.

2.3 Solar PV Generation Forecasting
2.3.1 Time-Variant Coefficients for PV Facilities
Considering a uniform sample time T = t(k + 1) − t(k), where k
constitutes any discrete time instant, as previously defined, the
relationship among the incident radiation on an array of PV
modules, the amount of DC (direct current) power produced by
them, and the one supplied to the AC (alternating current) grid
can be obtained by arranging Eq. (23.7.1) from Duffie and
Beckman’s book into Eq. 9:

Pc,ac k( ) � GT k( )Acηc,mpp k( )ηc,inv k( )ηc,ac, (9)
where Pc,ac is the amount of AC power supplied to the grid by the
array, GT is the incident solar irradiance on the (tilted) surface of
array c (see Section 2.3.2 for calculations), Ac is the total area of
array c (see Section 2.3.3 for technical information), ηc,mpp is the
maximum power point efficiency of array c (see Section 2.3.3 for
calculations), ηc,inv is the efficiency of the inverter connected to
array c (see Section 2.4 for calculations), and ηc,ac is the
transmission efficiency from the inverter to the point of
supply of array c (see Section 2.4 for calculations).

The following sections describe the way these parameters
would be computed in the previous modeling framework, and,
once their value is known, how they are introduced as constraints,
as stated in Eqs 10, 11 for a device Dpv representing the entire PV
field with a set F of Nc arrays,

Dmax
i,pv k( ) � GT k( )∑

c∈F
Ac, (10)

Cpv k( ) � ∑
c∈F

ηc,mpp k( )ηc,inv k( )ηc,ac
Nc

, (11)

where Dmax
i,pv is the upper limit of the flow (solar radiation)

entering the device (field) which will be an element of the
Dmax

i vector, and Cpv is the gross efficiency of the field which
will be an element of the coupling matrices presented earlier.

2.3.2 Solar Irradiance on Sloped Surfaces
Although both the anisotropic and the isotropic sky models have
been implemented, the validation and the case study presented in

this article were carried out only using the second one, which is
described in the following text based on the explanations found in
Duffie and Beckman’s book (Duffie and Beckman, 2013). First,
the total solar irradiance on a tilted surface is given by Eq. 12,

GT k( ) � Gb k( )Rb k( ) + Gd k( ) 1 + cos β
2

+ G k( )ρg
1 − cos β

2
, (12)

where Gb is the BHI (beam horizontal irradiance), Gd is the DHI
(diffuse horizontal irradiance), G is the GHI (global horizontal
irradiance), that is, the sum of Gb(k) and Gd(k), Rb is the ratio of
beam radiation on a tilted plane to that on the plane of
measurement (usually horizontal), ρg is the ground reflectance
(assumed to be of 0.1), and β is the slope angle of the modules.

To forecast the production, it is necessary to know the three
terms of the irradiance on the horizontal plane, which in practice
can be provided by organizations such as the Spanish National
Weather Agency AEMET. For the validation presented in this
section, the historical data recorded by the CIESOL’s weather
station were used instead. In either case, the beam irradiance
tends to be indirectly determined from the DNI (direct normal
irradiance) on the horizontal plane (or direct beam irradiance),
which is the magnitude actually measured by the pyrheliometers.
Their relationship is given by Eq. 13,

Gb k( ) � Gbn k( )cos θz, (13)
where Gbn is the DNI (direct normal irradiance) and θz is the
zenith angle.

Except ρg(k) and the irradiances, the rest of the variables
appearing in Eq. 12 are geometrical parameters to be taken into
account for determining the position of the Sun in the sky, which
are related by means of Eqs 14, 15, and 16,

Rb k( ) � cos θ k( )
cos θz k( ), (14)

cos θ k( ) � sin δ k( )sinϕ cos β − sin δ k( )cosϕ sin β cos γ
+ cos δ k( )cosϕ cos β cosω k( )
+ cos δ k( )sinϕ sin β cos γ cosω k( )
+ cos δ k( )sin β sin γ sinω k( ), (15)

cos θz k( ) � sin δ k( )sin ϕ + cos δ k( )cos ϕ cosω k( ), (16)
where θ is the angle of incidence, γ is the surface azimuth angle or
deviation between the orientation of the field and the south (east
negative and west positive), ϕ is the latitude where the field is located
(south negative and north positive), δ is the declination of the Sun,
which measures the displacement of the Sun due to translation of
the earth, and ω is the hour angle, which measures the displacement
of the Sun due to rotation of the earth. Note that Eq. 16 corresponds
to Eq. 15 particularized for β = 0°, that is, a horizontal surface.

Most of the previously mentioned parameters depend on the
design of the field and are constants since these fields are
supposed to be static (without solar tracking), but the
remaining Eqs 17–21 provide the way to calculate them from
ordinary variables such as time and day,

δ k( ) � 23.45 sin 360
284 +DoY k( )

ndays k( )( ), (17)
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ω k( ) � 360
hs k( ) − 12

24
, (18)

hs k( ) � ho k( ) + 24
360

ψref − ψ( ) + 1
3600

EoT k( ) −DST k( ), (19)
EoT k( ) � 13.7520.075 +1.868 cosB k( ) − 32.077 sinB k( )

−14.615 cos 2B k( ) − 40.89 sin 2B k( )),
(20)

B k( ) � 1 −DoY k( )( )360/ndays k( ), (21)
whereDoY is the day of the year (from 1 to 365 or 366), ndays is the
total number of days of the year (365 or 366, depending on if it is a
leap year or not), hs is the solar time (expressed in hours), ho is the
official time (expressed in hours), ψ is the longitude where the
field is located (from 0 to 360° west), ψref is the longitude of the
standard meridian for the local time zone (from 0 to 360° west),
EoT is the result of evaluating the so-called equation of time
(expressed in seconds), DST is the offset due to daylight saving
time (expressed in hours), and B is the relative day for the
equation of time.

In above and the following equations, when sunrise (or sunset)
occurs at time k or nearly that time, the cosine of θz will tend zero
and therefore, Rb will take very large values that tend to infinite
(Duffie and Beckman, 2013). Since they are employed to obtain
the integrated production between two time steps (usually 1-h
intervals), the procedure to avoid that problem consists in
calculating the above variables for the midpoint of each
interval, which in such cases must range from the sunrise to
the end of the time step (or from the start of the time step to the
sunset), similar as TRNSYS software does (Klein et al., 2017). On
the other hand, the parameters of the fields employed in the
validation are recapped in Table 1 from Section 2.1.

2.3.3 Equivalent Circuit for Photovoltaic Cells
The model of the equivalent circuit for PV cells “can be used for
an individual cell, a module consisting of several cells, or an
array consisting of several modules” (Duffie and Beckman,
2013), and it is easy to apply because the parameters
required can be deduced from the ones given by the
manufacturers at standard conditions (Gst = 1000W/m2,
Tm,st = 25°C). Considering the four types of PV modules
described in Section 2.1, Atersa A-222P (M1), Conergy PA
240P (M2), Conergy Power Plus 240M (M3), and First Solar FS-
380 (M4), the characteristics from their datasheet required to fit
the model are presented in Table 2.

On the other hand, the model of the equivalent circuit is given
by the five parameters shown in Eq. 22, from which the I − V
curve can be obtained,

I k( ) � IL k( ) − Io k( ) e
V k( )+I k( )Rs k( )

a k( )( ) − 1[ ] − V k( ) + I k( )Rs k( )
Rsh k( ) ,

(22)
where IL is the light current, Io is the diode reverse saturation
current, Rs is the series resistance, Rsh is the shunt resistance, a is
the modified ideality factor of the diode, I is the current
generated by the module, and V is the voltage of the module.
However, Eq. 22 is not valid for any situation, but its parameters
need to be updated according to the operating conditions and
the technical characteristics of the PV modules. Duffie and
Beckman described the procedure to do so, although this is not
reproduced here because Simulink® and its PV Array block were
used instead to transform Table 2 into Table 3, which contains
the five parameters at reference conditions (in this case, the
standard conditions at which the manufacturer made the
measurements of Table 2). Note that ast is not obtained
directly but by means of Eq. 23, according to the definition
of the parameter that the authors give (Duffie and Beckman,
2013),

ast � kBndTm,stNs/q, (23)
where kB is the Boltzmann constant (1.381 · 10−23 J/K), nd is the
ideality factor of the diode (as provided by PV Array), Tm,st is the
temperature of the module at standard conditions (25°C), Ns is

TABLE 1 | Location and geometry of the PV fields.

Parameter Parking CIESOL

Latitude (ϕ) 36.83° 36.83°

Longitude (ψ) −2.40° −2.41°

Slope (β) 7° 22°

Orientation (γ) −21° −21°

TABLE 2 | Technical characteristics of the PV modules at standard conditions.

Parameter M1 M2 M3 M4

Peak power (Pm) 222 W 240 W 240 W 80 W
Area of the module (Am) 1.628 m2 1.652 m2 1.652 m2 0.720 m2

Number of cells (Ns) 60 60 60 154
Off-load voltage (Voc) 37.20 V 37.00 V 38.00 V 60.80 V
Short-circuit current (Isc) 7.96 A 8.54 A 8.45 A 1.88 A
Voltage at max. power point (Vmpp) 29.84 V 30.20 V 30.89 V 48.5 V
Current at max. power point (Impp) 7.44 A 7.95 A 7.90 A 1.65 A
Temperature coeff. for Voc (μV,oc) −0.35%/°C −0.32%/°C −0.34%/°C −0.27%/°C
Temperature coeff. for Isc (μI,sc) 0.05%/°C 0.04%/°C 0.06%/°C 0.04%/°C
NOCT* (Tm,NOCT) 47°C 45°C 48°C 45°C

*NOCT (normal operating cell temperature) at GNOCT = 800 W/m2 irradiance, Ta,NOCT = 20°C ambient temperature, and wind speed of 1 m/s. This is the only parameter not measured at
standard conditions.
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the number of cells of the module (see Table 2), and q is the
electronic charge (1.602 · 10−19 C).

From Table 3, the five parameters of Eq. 22 can be updated at
each time step, considering the relationships given by Eqs 24–29,

a k( )
ast

� Tm k( ) + 273
Tm,st + 273

, (24)

IL k( ) � ST k( )
ST,st

IL,st + μI,sc Tm k( ) − Tm,st( )[ ], (25)

Io k( )
Io,st

� Tm k( ) + 273
Tm,st + 273

( )3

e
feV

Eg,st
kB Tm,st+273( )−feV

Eg k( )
kB Tc k( )+273( )( )

, (26)
Eg k( )
Eg,st

� 1 − CT,Eg Tm k( ) − Tm,st( ), (27)
Rsh k( )
Rsh,st

� ST,st
ST k( ), (28)

Rs k( ) � Rs,st, (29)
where Tm is the temperature of the module, Tm,st is the
temperature of the module at standard conditions, Eg is the
material bandgap energy, Eg,st is the material bandgap energy
at standard conditions (1.12 eV for silicon), feV is the conversion
factor from electron-volts to joules (1.602 · 10−19 J/eV), CT,Eg is a
fitting coefficient (0,0002677°C−1 for silicon) (Duffie and
Beckman, 2013), ST is the effective irradiance absorbed by the
module, and ST,st is the effective irradiance absorbed by the
module at standard conditions. Note that temperatures must
be introduced in Kelvin in Eqs 24, 26 and that according to
Table 2, μI,sc must to be multiplied by Isc and divided by 100 in
order to be transformed from percentage to absolute value (which
some manufacturers provide too).

Regarding the last two parameters that would be required to
determine the above equations, the effective absorbed solar
ratio (ST(k)/ST,st) is estimated by applying Fresnel’s equations
and Snell’s law, as well as rearranging Eq. 12 to consider the
effect of the air mass, the incidence angle, and the
spectroscopic behavior of the materials. Readers are referred
to Chapter 5 in Duffie and Beckman’s book for further
information, but most of the parameters involved have been
presented in Section 2.3.2 and the new ones required are
related to the cover of the modules, which is made of glass. A
glazing thickness of 3.2 mm, a glazing extinction coefficient of
4 m−1, and an air-glass refractive index of 1.526 were
considered in all cases.

On the other hand, the module temperature is calculated from
Eq. 30,

Tm k( ) � Ta k( ) + Tm,NOCT − Ta,NOCT( ) GT k( )
GNOCT

1 − ηc,mpp k( )
0.9

( ),
(30)

where Ta is the ambient temperature, and the remaining
parameters have been defined previously (see Table 2 for
NOCT conditions). As the efficiency appears in this
equation (all the modules forming an array are considered
to have the same efficiency), the temperature of the module is
obtained by iteratively computing the equations presented in
this section from an initial guess of ηc,mpp = 0.12 and with a
termination criterion based on the change of the efficiency,
which must be less than 0.001 in two consecutive steps to force
convergence—“since the module efficiency is not a strong
function of temperature, the process will converge rapidly”
(Duffie and Beckman, 2013). Each new value is obtained
assuming that the maximum power point is being tracked
in the facilities and neglecting the effect of the wind on the
module temperature in Eq. 30. As demonstrated by Duffie and
Beckman 2013, differentiating Eq. 22 with respect to V and
setting the result equal to zero leads to Eq. 31,

Impp k( )
Vmpp k( ) �

Io k( )
a k( ) e

Vmpp k( )+Impp k( )Rs k( )
a k( )( ) + 1

Rsh k( )

1 + Rs k( )
Rsh k( ) + Io k( )Rs k( )

a k( ) e
Vmpp k( )+Impp k( )Rs k( )

a k( )( ), (31)

where Impp is the current generated by the module at maximum
power point, and Vmpp is the voltage of the module at maximum
power point; and, on the other hand, Eq. 22 needs to be satisfied
at the same point, which results in Eq. 32,

Impp k( ) � IL k( ) − Io k( ) e
Vmpp k( )+Impp k( )Rs k( )

a k( )( ) − 1[ ]
− Vmpp k( ) + Impp k( )Rs k( )

Rsh k( ) . (32)

The simultaneous solution of both equations allows
determining the maximum power point current and voltage,
and therefore the efficiency of the array, as concluded in Eq. 33,

ηc,mpp k( ) � Vmpp k( )Impp k( )
GT k( )Am k( )1000. (33)

2.4 Inversion and Transmission Losses
Owing to the heterogeneity of the available data and the
differences found in the two facilities under study, the
methods to calculate the inversion and transmission losses in

TABLE 3 | Parameters of the equivalent circuit at standard conditions for the PV modules.

Parameter M1 M2 M3 M4

Light current (IL,st) 7.97 A 8.56 A 8.46 A 1.93 A
Diode reverse saturation current (Io,st) 0.186 nA 0.063 9 nA 0.140 nA 1.64 pA
Series resistance (Rs,st) 0.39 Ω 0.31 Ω 0.32 Ω 3.31 Ω
Shunt resistance (Rsh,st) 280 Ω 162 Ω 237 Ω 263 Ω
Modified ideality factor of the diode (ast) 1.52 V 1.45 V 1.53 V 2.20 V

Frontiers in Control Engineering | www.frontiersin.org March 2022 | Volume 3 | Article 8331466

Ramos-Teodoro et al. PV Generation Within Energy Hubs

https://www.frontiersin.org/journals/control-engineering
www.frontiersin.org
https://www.frontiersin.org/journals/control-engineering#articles


this section rather provide a rough estimate of them, which for the
purpose of the developed models will be enough.

On the one hand, CIESOL’s dataset consists of minutely
data from October 2013 to April 2017 of the inverters’
electrical measurements (direct and alternating current,
voltage, and power) so that no transmission losses are
considered because they are located very close to the PV
field (ηc,ac = 1 for all the CIESOL’s arrays). The
inconvenience is that the manufacturer of those CICLO-
3000 inverters does not offer information on their
efficiency, and therefore, they need to be determined from
the abovementioned measurements. Figure 3 shows the
exponential curves fitted to the data of the three inverters,
where some isolated samples and the ones corresponding to
efficiencies greater than one have been eliminated, especially in
the inverters 1 and 3. Despite being identical devices and
arrays, the curves’ parameters differ from each other, and
although the correlation coefficients (R2) are close to one, a

more in-depth analysis would be advisable, probably including
additional variables such as the DC voltage (multiple
regression), to improve these results. The main
inconvenience would be that this equipment cannot be
studied under laboratory conditions because it is a part of
the building’s power supply system. Considering the actual
results, the efficiency of each inverter is computed in Eq. 11
after obtaining the amount of power produced by the array to
which they are connected (Pc,dc) and substituting that value in
the corresponding exponential curve (see Figure 3).

On the other hand, the dataset of the parking only contains the
gross daily power produced from January 2013 to March 2014,
measured by the general electric meter, and the monthly production
of this one and the inverters; hence, there is noway to certainly know
any of the electrical variables related to neither the inverters nor the
fields, required to better fit the model. Instead, the efficiency curves
of themanufacturer are considered for each kind of inverter (Fronius
Agilo 100 and Fronius IG+ 55v3, see Section 2), summarized in
Table 4, and the transmission losses are approximated bymeans of a
simple linear regression between the two monthly measurements,
which leads to an efficiency of ηc,ac = 0.978 for all the parking’s arrays
(see Figure 4).

Since the arrays consist of modules of the same type, and
neglecting any transmission loss occurring between the modules
and the inverter’s input, in each case, the DC input voltage (Vc,dc)
and power (Pc,dc) to the inverter can be obtained considering the
fundamentals of Section 2.3.3, as expressed in Eqs 34, 35.

Vc,dc k( ) � Vmpp k( )Nse, (34)
Pc,dc k( ) � Vmpp k( )Impp k( )NseNpa/1000, (35)

where Nse is the number of modules connected in series, and Npa

is the number of modules connected in parallel. Note that curves
in Figure 3 directly provide the value of the inverter’s efficiency at
each k, but, for the parking, several operations need to be carried
out on the values of Table 4, as explained in the following text.

FIGURE 3 | Curve fitting for the inverters of CIESOL’s PV field.

TABLE 4 | Efficiencies of the parking’s inverters as a function of the DC input
voltage (minimum, nominal, and maximum) and the AC output power,
according to the manufacturer’s datasheet.

AC output power as
percentage

Efficiencies in percentage (ηc,inv)

of the nominal Fronius Agilo 100 Fronius IG+ 55v3
Value (Pinv,ac) 460 V/640 V/820 V 230 V/370 V/500 V

5% of Pinv,ac,r 90.5/88.3/84.8 90.5/91.6/89.9
10% of Pinv,ac,r 94.6/93.2/91.5 91.5/92.2/90.8
20% of Pinv,ac,r 96.6/95.7/94.7 93.4/93.6/93.3
25% of Pinv,ac,r 96.9/96.2/95.4 94.1/94.2/93.3
30% of Pinv,ac,r 97.0/96.5/95.7 94.4/94.5/93.8
50% of Pinv,ac,r 97.2/96.8/96.3 94.7/95.4/94.7
75% of Pinv,ac,r 96.9/96.6/96.1 95.2/95.7/95.0
100% of Pinv,ac,r 96.5/96.2/95.7 95.3/95.9/95.2
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• First, column 1 is expressed in terms of absolute values
(instead of percentages of Pinv,ac,r) for each type of inverter,
considering the AC nominal output powers given in
Table 5.

• Second, for each voltage, and given the efficiencies of
Table 4, it is possible to calculate the equivalent DC
input power that would replace the values of column 1
by applying Pc,dc = Pinv,ac/ηc,inv.

• Third, from a double linear interpolation of the values
yielded by Eqs 34, 35, the actual efficiency of the inverter
is obtained at each k.

3 RESULTS

In order to validate the previously presented model, different
approaches were considered for CIESOL and the parking. In
the first case, the daily ME (mean error), NRMSE (normalized
root-mean-square error), and the coefficient of determination
R2 were calculated for the estimation of the generated power at
a 1-min resolution, and normalized by the difference of the
maximum and minimum values of the data, as stated in Eqs 36,
37, and 38.

ME � ∑1440
j�1

∑
c∈F

Pc,ac j( ) − P̂c,ac j( )
1440

, (36)

NRMSE �

���������������������∑1440
j�1 ∑c∈F

Pc,ac j( )−P̂c,ac j( )( )2
1440

√
max Pc,ac j( )( ) −min Pc,ac j( )( ), (37)

R2 � 1 − ∑1440
j�1 ∑c∈F Pc,ac j( ) − P̂c,ac j( )( )2

Pc,ac j( ) −∑1440
j�1 ∑c∈FPc,ac j( )/1440( )2, (38)

FIGURE 4 | Curve fitting for the transmission losses of the parking’s PV field.

TABLE 5 | DC nominal input power and AC nominal output power of the parking’s
inverters, according to the manufacturer’s datasheet.

Nominal power values Fronius
Agilo 100 (kW)

Fronius IG + 55v3

DC input power (Pinv,dc,r) 104.4 5.25 kW
AC output power (Pinv,ac,r) 100 5 kW

FIGURE 5 | Distribution of the ME, NRMSE, and R2 from the data available for CIESOL.
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wherePc,ac(j) is the AC power produced by array c at min j, and
P̂c,ac(j) is the estimate of the AC power produced by array c at
min j. Figure 5 shows a bar diagram containing the distribution
of these indices over the period of time analyzed, where the gaps
between data correspond to missing or inconsistent samples
(mainly unfeasible power values or incomplete records due to
electrical outages, maintenance operations, or sensor failures).
They are especially noticeable in the NRMSE because its value is
always greater than 1.51, as summarized in Table 6, and
therefore, those gaps are easily identified by the absence of
bars. Readers are referred to Ramos–Teodoro et al.’s (2021)
work for further information on the data cleansing performed
in this study.

In order to give a further idea of the fitting, Figure 6 presents
both the worst and the best performing predictions for CIESOL in
terms of absolute NRMSE 1) and considering the same index but,
as an additional condition to examine the performance with clear
sky, only among the days in which the mean power generated is
greater than 4 kW 2); and in Figure 7, the ordinary and
cumulative probability distribution histograms (i.e., the
frequencies of observations divided by the total number of
samples) are also shown for the 1-min data. Note that the
mean value of the ME is negative in the abovementioned
results, which implies that the model tends to slightly
overestimate the production. The probability distribution
histograms in Figure 7, constructed from 450948 samples and

TABLE 6 | Reference values of the ME and the NRMSE for the fitted model (CIESOL).

Model fitting indicators Maximum Minimum Mean Median

ME 0.387 kW −0.499 kW −0.057 kW −0.056 kW
NRMSE 17.19% 1.51% 4.51% 4.14%
R2 0.997 4 0.007 2 0.966 7 0.982 4

FIGURE 6 |Worst (top) and best (bottom) validation for CIESOL’s PV field in different days. The days were selected according to the absolute value of the NRMSE
(A) and considering the same index but as an additional condition to examine the performance with clear sky, only among the days in which themean power generated is
greater than 4 kW (B).
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FIGURE 7 | Ordinary and cumulative probability distribution histograms of the 1-min error for CIESOL’s PV field.

FIGURE 8 | Validation for the parking’s PV field over the period of data.

FIGURE 9 | Ordinary and cumulative probability distribution histograms of the daily error for the parking’s PV field.

Frontiers in Control Engineering | www.frontiersin.org March 2022 | Volume 3 | Article 83314610

Ramos-Teodoro et al. PV Generation Within Energy Hubs

https://www.frontiersin.org/journals/control-engineering
www.frontiersin.org
https://www.frontiersin.org/journals/control-engineering#articles


672 intervals, also support these claims and show an approximate
symmetry of the error’s distribution with respect to the
mean value.

On the other hand, the results for the parking are encapsulated
in Figure 8, which presents both the validation and the values of
the indices defined previously, which have been calculated for the
whole period of data by changing the units and the amount of
samples in Eqs 36, 37, and 38, that is, using MWh instead of kW
and replacing 1,440 (the number of minutes in a day) by 292 (the
number of days with consistent data). In comparison to CIESOL,
the results are not hopeless because the model still provides a
good estimate of the energy yield (see the 0.9524 coefficient of
determination and the 5.6% NRMSE), although the mean error is
again negative but significantly higher. The probability
distribution histograms in Figure 9, constructed from 292
samples and 17 intervals, also reflect this deviation from the
ideal zero mean value and shows again an approximate symmetry
of the error’s distribution with respect to this one.

4 DISCUSSION

PV (photovoltaic) production is useful to provide an example of
how to deal with time-variant coefficients as posed in Section
2.2.2. Section 2.3.1 specifies how PV fields can be integrated
within Ramos–Teodoro et al.’s (2018, 2020) modeling framework
which was intended to be used in many applications where
different energy carriers co-exist and need to be managed in
an efficient way. Although Ramos–Teodoro et al. had already
used the model presented here in previous studies (2018, 2020), it
had not been formally described and validated until now. In such
cases, both CIESOL and the parking’s facilities acted as producers
in two different energy hubs with self-consumption where the
decisions on the use of the electricity (consumption, storage, and
trading with the public utility grid) need to be taken on an
hourly basis.

Nevertheless, considering the results obtained earlier, the fact
that the mean error is negative in both cases confronts with the
fundamentals of the isotropic sky model, the conservative choice
because the amount of radiation on sloped surfaces is
underestimated. Unfortunately, the facilities are not prepared
to measure such magnitude directly, which would open the door
to calibrate the equations presented in Section 2.3.2 separately
and then they could be used as “ground truth” to do the same with
the subsequent equations (the model presented in Section

2.3.3 could be validated with the DC magnitudes as well
measured by the inverters). This suggests possibilities for
improving the model which is still enough accurate for
control purposes, especially if compared with similar values
of the coefficient of determination found in the literature just
for the model of the modules (equivalent to the Section 2.3.3
of this article); Zhou et al. (2007) validated their model with
values ranging from 0.96 to 0.98, using a single-diode model
and data corresponding to four typical days of 2007, and Ma
et al. (2014) reached values of up to 0.998, which the authors
recognize to be “much higher than those seen in the literature,”
by using a two-diode model and three example days of 2014.
Analyzing more concrete electric parameters and over a longer
period would help to enhance the accuracy of these models,
which is a technical issue whose solution is underway for
future publications.
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