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Introduction: Gesture-based interactions provide control over a system 
without the need for physical contact. Mid-air haptic technology allows a user 
to not visually engage with the interface while receiving system information 
and is readily manipulable, which has positive implications for automotive 
environments. It is important, however, that the user still feels a sense of agency, 
which here refers to perceiving system changes as caused by their gesture.

Methods: In the current study, 36 participants engaged in an experimental time 
perception task with an automotive-themed infotainment menu, serving as an 
implicit quantitative measure of agency. This was supplemented with additional 
self-reported measures. They selected different icons via gesture poses, with 
sensory feedback either visually or haptically. In addition, (sensory) feedback was 
also the same for each icon, arbitrarily different or carried semantic information.

Results: Mid-air haptics increased agency compared to visual, and this did 
not vary as a function of feedback meaning. Agency was also associated with 
general measures of trust and usability.

Discussion: Our findings demonstrate positive implications for mid-air haptics 
in automotive contexts and highlight the general importance of user agency.
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1 Introduction

Gesture recognition technologies provide users control over systems without physical 
contact with the device (Janczyk et  al., 2019). This allows for more flexible and natural 
interactions (O’Hara et  al., 2013). One promising area of application is in automotive 
infotainment systems (Ashley, 2014), with some studies showing that mid-air interactions with 
these systems reduce driving errors and improve user experience (Ohn-Bar and Trivedi, 2014; 
Parada-Loira et  al., 2014). However, a concern with mid-air interactions is providing 
appropriate sensory feedback for the user to perceive system state changes and crucial factors 
for their sense of agency (SoA) (Martinez et al., 2017). SoA refers to the conscious experience 
of having a causal influence over the environment via our actions, something that extends to 
our interactions with technology (Haggard, 2017).

A commonly used sensory modality, albeit typically in tandem with touchscreens, is 
visual feedback. However, visual demands in an automotive context can distract and increase 
the risk of accidents (National Highway Traffic Safety Administration, 2020). Auditory 
feedback in response to gesture commands has been explored as an alternative to alleviate 
visual resources (Tabbarah et  al., 2023; Shakeri et  al., 2017; Sterkenburg et  al., 2017). 
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However, this could compete with other auditory information 
inherent to automotive contexts, both inside and outside the vehicle, 
so it still faces risks of dual task demands and ultimately noisy 
signals. In view of these concerns, mid-air haptic technology has 
been developed. This technology provides tactile information 
directly to the hand by stimulating the mechanoreceptors via 
ultrasound waves (Georgiou et al., 2022). This shows promise as an 
alternative (haptic) modality associated with these interactions, 
particularly appropriate in automotive scenarios (Georgiou et al., 
2022; Harrington et al., 2018; Spakov et al., 2022; Young et al., 2020). 
This feedback is readily manipulable and can be used to represent 
the features of selection more closely, without the need to direct 
visual or audio attention.

The current study’s objective was to empirically investigate the 
user’s SoA in gesture-based interactions that use mid-air haptics, and 
examine whether this is modulated by differences in the semantic 
value of the feedback. Our primary research questions were if SoA is 
maintained—or even increased—with mid-air haptic feedback as 
compared to visual, and whether there is added value by providing the 
feedback with semantic meaning. As exploratory factors, we measured 
trust in and usability of gesture recognition system as well as measures 
of individual differences in general, human-computer interaction 
(HCI) attitudes. Our secondary research questions were therefore 
whether there is a relationship between SoA and user experience with 
gestural input, and between SoA and general HCI factors.

The contributions of this article are as follows: (1) to apply robust 
psychological methods—including implicit and explicit measures—to 
provide empirical evidence for SoA in gesture-based interactions, (2) 
to examine positive implications for the use of mid-air haptics with 
gesture-recognition technology, and (3) to suggest agency to be an 
important psychological variable in the wider context of HCI.

2 Background

This section introduces the measurement and theory of SoA from 
a psychological research perspective. It then highlights its importance 
and applicability to HCI research. Finally, it builds on findings with 
touchless systems, and recent endeavors with mid-air gestures with 
automotive user interface (UI), as a rationale for the experiment.

2.1 Sense of agency

There are a number of different measures of SoA, which can 
be  broadly split into two categories: implicit and explicit measures. 
Explicit measures require the participants to report aspects of their agentic 
experience, such as making an agency attribution judgment (Waltemate 
et al., 2016; Farrer et al., 2008) or reporting the amount of control they feel 
over an action and/or its outcome (Sidarus and Haggard, 2016; Aoyagi 
et al., 2021). Implicit measures quantify a perceptual correlate of voluntary 
action in order to infer something about participants’ agentic experiences. 
A widely used implicit measure is intentional binding (Moore and Obhi, 
2012), in which participants perceive movements and their effects to 
be closer together in time when they are under voluntary control. This 
effect has been widely replicated (Moore et al., 2009, 2010; Antusch et al., 
2021; Engbert et al., 2008; Haggard et al., 2002) and is considered to be an 
indirect measure of SoA (Coyle et  al., 2012; Winkler et  al., 2020; 

Christensen et al., 2019; Wen et al., 2015). Explicit and implicit measures 
do not always coincide (Dewey and Knoblich, 2014), which is believed to 
reflect a difference in the level of awareness. This difference is between the 
judgment and feeling of SoA (Synofzik et  al., 2008). It is therefore 
important to incorporate both measures where possible.

There are different theories concerning the neurocognitive origins 
of SoA. Retrospective theories argue that a sense of agency is informed 
by signals generated by the action itself (Wegner and Wheatley, 1999). 
Prospective theories argue that a sense of agency is informed by 
predictive, internal signals from the motor system (Blakemore and 
Frith, 2003). Alternatively, a more recent cue integration account 
suggests that SoA is the result of both prospective and retrospective 
mechanisms (Synofzik et  al., 2013; Synofzik et  al., 2008). Thus, 
different cues can inform SoA including predictive motor signals and 
external sensory feedback. The relative influence of these cues depends 
on their reliability (Moore et al., 2009; Moore et al., 2009; Moore and 
Fletcher, 2012).

2.2 Agency in HCI: input modality and 
system feedback

Interactions with systems involve ongoing actions and effects as 
intended by the user. This illustrates a direct translation of SoA to 
HCI. A key focus of user-interface design noted by Schneiderman and 
Plaisant (2004), is to foster a sense of control over a system with a 
focus on how that system responds.

Input modality is an important factor for an agency in HCI, as this 
is what the user acts with to bring about an intended change (Limerick 
et al., 2014). Here, the aim is to optimize the Gulf of Execution, which 
refers to the translation of user intention to changes in the system 
(Norman, 1986). Research has shown that SoA varies across input 
modalities. For example, intentional binding is reduced for speech 
input compared to keyboard input (Limerick et al., 2015), indicating 
a reduced SoA. Alternatively, intentional binding is increased for skin 
input compared to keyboard input (Coyle et al., 2012), indicating an 
increased SoA.

System feedback is another key factor for an agency in HCI as it 
signals to the user that an interaction has taken place (Limerick et al., 
2014). Here, the objective is to optimize the Gulf of Evaluation, which 
refers to the translation of system changes back to the user (Norman, 
1986). Research has shown that SoA is sensitive to the feedback 
provided for actions. For example, latency between user input and 
movement on the system can negatively impact SoA (Berberian et al., 
2013; Evangelou et  al., 2021). Alternatively, there is also system 
feedback for the outcome of actions that users make, which can 
retrospectively impact SoA. For example, the delays between actions 
and outcomes have been shown to be more impactful than movement-
feedback-related latency (David et al., 2016). Furthermore, SoA has 
also been shown to be modulated by outcome valence and congruence 
(Wen et al., 2015; Barlas and Kopp, 2018).

2.3 Touchless systems: gesture recognition 
and sensory modality

Gesture input involves hand movements without direct physical 
contact, which could weaken SoA given the importance of sensory 

https://doi.org/10.3389/fcomp.2025.1511928
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Evangelou et al. 10.3389/fcomp.2025.1511928

Frontiers in Computer Science 03 frontiersin.org

feedback. Martinez et al. (2017) carried out a study directly comparing 
gesture input to a physical button press in an action-outcome binding 
paradigm. They found comparable effects, suggesting that users feel 
just as in control when using gestures to input commands as they do 
with physical interactions.

The feedback given to the user from their gesture input may 
play a crucial role in the feeling that they have caused the change. 
Further to their comparison between gesture and physical input, 
Martinez et al. (2017) also compared the effects of feedback from 
different sensory modalities. The binding effect was greater for 
mid-air haptic and audio feedback as compared to visual feedback. 
This suggests that the experience of SoA is stronger in gesture-
based interactions when sensory feedback is tactile (mid-air 
haptic) or auditory, and potentially diminishes when the feedback 
is visual.

Notably, the aforementioned research investigated gesture-
based input of a button press that emulated the physical action. To 
provide more variety in interactions with more complicated 
systems, advances in gesture recognition use poses that are 
performed which are assigned meaning. For example, opening the 
hand to activate a map before manipulating it (Graichen et al., 
2019). Though these studies have looked at usability and trust, less 
is known about SoA.

In addition to the meaning of the gesture, the meaning of the 
feedback in response to the recognized gesture has also been 
considered. Brown et al. (2022) looked at assigning semantic value via 
the mid-air haptic medium for the selection of automotive icons to 
their respective gesture poses. This was intended to enhance not only 
the user’s recognition of a selection but also the correct selection. The 
results showed that the semantic value of the mid-air haptic patterns 
was translated and recognized by users, which supported previous 
work on vibrotactile “Hapticons” (Maclean and Enriquez, 2003). As 
the recognition of feedback in response is intrinsic to SoA, it can 
be suggested that this may also benefit from the added recognition 
value of mid-air haptic meaning.

3 Materials and methods

3.1 Design

In the current study, we investigate gesture recognition via poses 
and how differences in the feedback received impact SoA, that being 
(a) sensory modality and (b) feedback meaning. Participants 
interacted with an automotive-themed infotainment menu, selecting 
one of two icons (fan speed or seat temperature) via a gesture pose and 
receiving feedback for their selection. Feedback was received either 
visually or (mid-air) haptically. Importantly, the feedback meanings 
also differed, being either the same for both icons, arbitrarily different, 
or semantically different.

To measure implicit SoA, we  used the interval estimation 
paradigm (Engbert et  al., 2008). We  introduced varying time 
delays between the gesture and feedback, and participants were 
asked to estimate these delays. Differences in the perceived 
interval between these actions and effects are taken as 
differences in the magnitude of the experience (Winkler et al., 
2020; Coyle et al., 2012; Evangelou et al., 2021). For explicit SoA, 
we  adapted self-report style questions from previous studies 
(Evangelou et al., 2021) to determine control over actions and 
feelings of causal influence. We  also took measures of trust, 
usability, technological readiness, and computer anxiety to explore 
associations with SoA.

A 2 × 3 within-subjects design was used with participants taking 
part in all six conditions (Figure 1). There were two conditions of 
sensory feedback: haptic and visual. These were unimodal such that 
feedback was either given haptically or visually. There were three 
conditions of feedback type: arbitrary same, arbitrary different, and 
semantic. In the arbitrary same condition, the feedback was an upward 
scan for either icon selected; in the arbitrary different condition, the 
feedback was a scan up for selecting the seat icon and a scan down for 
selecting a fan icon. In the semantic condition, the feedback for the 
seat was scanned in an L-shaped way that represented the seat icon, 

FIGURE 1

Research design schematic. Feedback images show the visual feedback conditions as displayed on the screen and represent how the haptic scanning 
was rendered.
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and the feedback for the fan icon was a circular motion to 
represent a fan.

3.1.1 Hypotheses

H1: SoA (explicit and implicit) will be equal to or stronger overall 
in the haptic conditions.

H2: SoA (explicit and implicit) will be equal to or stronger overall 
as feedback gains meaning.

H3: The effects of feedback meaning will be  emphasized for 
mid-air haptics.

H4: SoA will be associated with more trust and higher usability in 
the gesture recognition system.

H5: There will be a relationship between SoA and general attitudes 
toward technology and HCI

The objective of H1 is to establish the overall potential use or even 
benefits of mid-air haptics for gestural input. The objective of H2 is to 
establish a use for feedback meaning. The objective of H3 is to 
investigate whether adding semantic value to the feedback is 
particularly beneficial with the haptic modality. The objective of H4 is 
to show a close relationship between SoA, trust, and usability with 
gestural input. The objective of H5 is to emphasize the importance of 
SoA as a variable in HCI contexts.

3.2 Participants

G*Power was used to calculate the required sample size of 29 
participants for 0.8 power, based on a previous study (Martinez et al., 
2017). Overall, 36 participants were recruited via the SONA 
participation database and word of mouth and received £10 
compensation. One participant was excluded from the analysis due to 
having difficulty, particularly with selecting the requested icon (an 
error rate of ~50%, suggesting they may have been selecting one of 
two icons at random). Finally, 35 (19 females) were included in the 
analysis, with their ages ranging from 18 to 52 years (M = 27.4; 
SD = 7.6). The participants were screened for handedness; however, 
since this paradigm was designed for automotive systems in the 
United  Kingdom and intended for use of left-hand use only, this 
served only as a potential confound check. No visual or somatosensory 
impairments were reported.

3.3 Apparatus

A gesture-controlled infotainment system was set up and run via 
Unity engine (v2020.3.27f1), with a fan speed and seat temperature 
icon. These icons were selectable via a 4-finger pose and a 3-finger 
pose, respectively (see Figure 1). The interaction was enabled by an 
Ultraleap STRATOS Explore development kit, which consisted of a 
Leap Motion camera and an ultrasound array. This device reads the 
gesture pose as appropriate input and provides mid-air haptic 
feedback as the ultrasound focalizes on parts of the hand, stimulating 

the mechanoreceptors and effectively transmitting tactile sensation 
(Carter et al., 2013). The haptic sensations used included a scanning 
sensation upward (base-to-top of fingers), downward (top-to-base 
of fingers), a circular sensation (partly fingers and palm) 
corresponding with the fan icon, and/or an L-shape (tip of fingers 
along to tip of thumb, and back) in correspondence with the seat 
icon. Visual animations were made to match the haptic sensations 
such as scanning up, down, circular (fan) motion and L-shape 
motion (seat) (Figure 1).

A 14” HD monitor was used with participants sitting at a safe 
distance, with an armrest on the side of their left hand. The Ultraleap 
device was positioned where the hand is tracked at a height where the 
arm is slightly upright in a way that would be used in an automotive 
environment (Figure 2). Notably, the ultrasonic array works in tandem 
with the leap motion camera, therefore if the hand is in view of the 
camera, the mid-air haptic renders on the same hand areas mentioned 
irrespective of the positioning. The gesture input was followed by 
either a visual animation outcome or a haptic sensation, depending on 
the condition, and 1 s later a UI panel opened which was used to input 
estimates via the keyboard. Headphones were used to minimize the 
possible conflict between the ultrasound audibility and the mid-air 
haptic tactility.

3.4 Tasks and measures

3.4.1 Sense of agency
We used the interval estimation method to measure the implicit 

sense of agency, which requires participants to directly estimate the 
interval between actions and outcomes. The participants would make 
the gesture pose and receive the (haptic or visual) feedback after a time 
interval, which they were told would vary between 1 and 1,000 ms. As 
a standard format (Engbert et al., 2008), this varied pseudorandomly 
at only three different time intervals—100, 400, or 700 ms (Figure 3). 
Participants entered their estimates in the UI panel manually after 
each trial. Shorter interval estimations indicate a greater sense 
of agency.

Explicit agency was measured using self-report by having 
participants rate the amount of agency they felt during an interaction. 
Two questions were adapted from Evangelou et al. (2021) and tailored 
to the gesture interaction: “I feel in control when making my gesture 
command” and “I feel the feedback is caused by my gesture command.” 
As we included the element of selecting the icon as requested in this 
paradigm, we also had a rating of responsibility: “I feel responsible for 
which feature is selected.” All ratings were taken on a Likert scale from 
1 (strongly disagree) to 7 (strongly agree) and collected every 18 trials 
(twice per block). Higher ratings indicated a greater sense of agency.

3.4.2 Trust and usability
HCI measures of trust and usability were adapted to the task at 

hand as a post-hoc measure of the user’s trust and experience with the 
gesture control infotainment system. We tailored the Trust Between 
People and Automation scale (Jian et al., 2000) which then consisted 
of questions such as “I am suspicious of the gesture control system’s 
intent, actions and outputs” and “The gesture control system is 
dependable.” These are taken on a 1–7 Likert (non-numbered click-
and-drag slider) scale and averaged so that scores range between 1 
(low trust) and 7 (high trust). The short version UEQ-S (Schrepp et al., 
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2017) was used to measure pragmatic (e.g., inefficient/efficient) and 
hedonic (e.g., boring/exciting) usability, with each word at opposing 
ends of a 1–5 non-numbered slider scale.

3.4.3 Individual differences in HCI
We measured computer anxiety using the 19-item Computer 

Anxiety Rating Scale (CARS) (Heinssen et al., 1987), which consisted 
of items such as “I am afraid that if I begin to use computers I will 
become dependent upon them and lose some of my reasoning skills” 
and “Learning to operate computers is like learning any new skill—the 
more you practice, the better you become.” These are measured on a 
Likert scale of 1–5, with total summed scores ranging from 19 (low 
anxiety) to 99 (high anxiety). We also measured technology readiness 
using the 16-item TRI 2.0 (Parasuraman and Colby, 2015), which 

consisted of questions such as “Technology gives people more control 
over their daily lives” and “Sometimes, I think that technology systems 
are not designed for use by ordinary people.” These were also 
measured on a 1–5 Likert scale, with the total mean score ranging 
from 1 (low) to 5 (high).

3.5 Procedure

Prior to the experimental session, the participants completed the 
CARS and TRI 2.0 online. The participants first underwent a 
familiarization phase with the apparatus and the gesture control 
infotainment system. During this, both icons were presented on a 
screen the entire time, including the appropriate gesture poses 

FIGURE 2

Apparatus setup.

FIGURE 3

A typical experimental trial sequence. NB intervals were pseudorandom such that each was played 12 times per block (36 trials) but in a random 
fashion. They then entered their estimate via the keyboard and pressed enter to start the next trial.
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(Figure 4). These gesture poses were also verbally told and physically 
demonstrated to them. Each gesture pose was followed by both the 
visual and haptic stimuli simultaneously. Participants selected the 
requested icon in 10 practice trials with varying time intervals 
between performing the gesture and receiving feedback. For this 
practice phase only, the correct interval was displayed on the screen 
to give them a sense of the millisecond timescale. All participants 
experienced the same time intervals in the practice phase, these were 
(in a random order; in ms): 50, 200, 400, 600, 800, 950.

For the experimental phase, participants were simply requested to 
select an icon (Figure 3) and were told that intervals would now vary 
anywhere between 1 and 1,000 ms. They were told when each block 
would consist of either haptic feedback or visual; they were not told 
what type of feedback (arbitrary same, different, or semantic) this 
would be. Each feedback type condition was completed for each 
sensory modality consecutively. For example, in the arbitrary different 
condition, the haptic block was completed first, followed by the visual 
block. Conditions were counterbalanced to account for order effects. 
There were six blocks and 36 trials per block. Within these blocks, 
there were 12 trials of each interval, 18 of each requested icon, and 
self-reported agency measures taken two times (every 18 trials).

After the interval estimation task, participants completed the 
Trust Between People and Automation scale and UEQ-S. In this 
manner, the questions were tailored to the gesture control system they 
just used and were reported via a click-and-drag slider UI. The 
participants were then asked if they had any questions or thoughts, 
and debriefed where requested.

4 Results

Interval estimations were averaged for each condition so that 
lower scores indicate greater implicit agency. Self-reported control, 
causation, and responsibility scores were averaged, respectively, so that 
higher scores indicate greater explicit agency. No outliers were detected 

(all abs Z <3). The data were processed in Excel and analyses were 
carried out in Jamovi version 2.

4.1 Sensory modality and feedback 
meaning on interval estimations

A 2 × 3 repeated measures (RM) ANOVA was carried out with 
sensory modality (haptic or visual) and feedback meaning (arbitrary 
same, arbitrary different, or semantic) on interval estimations 
(Figure 5). There was a significant main effect of sensory modality, 
F(1, 34) = 9.16, p = 0.005, ηp

2 = 0.21, such that interval estimations 
were shorter in the haptic conditions as compared to visual 
(Mdifference = −33.14). There was no significant effect of feedback type, 
F(2, 68) = 0.25, p = 0.778, ηp

2 = 0.01. There was also no significant 
interaction between sensory modality and feedback type, F(2, 
68) = 1.78, p = 0.176, ηp

2 = 0.05. Overall, this suggests that implicit 
SoA was significantly greater with haptic feedback than with visual 
and that there was no influence of the meaning of feedback received.

4.2 Sensory modality and feedback 
meaning on self-reported agency

Due to significant departures from normality in the self-report 
data (Shapiro Wilk, p < 0.001, Skewness Z > 1.96), we applied the 
aligned rank transform (Wobbrock et al., 2011) before conducting the 
ANOVAs. This method permits factorial ANOVA on non-parametric 
data to also examine interactions.

4.2.1 Self-reported control over gestural input
A 2 × 3 RM ANOVA was carried out with sensory modality 

(haptic or visual) and feedback meaning (arbitrary same, arbitrary 
different, or semantic) on the aligned ranks for self-reported control. 
There were no statistically significant main effects of sensory modality, 

FIGURE 4

Practice phase screen with poses and icons.
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F(1, 34) = 0.09, p = 0.771, ηp
2 = 0.00, nor feedback meaning, F(2, 

68) = 0.43, p = 0.651, ηp
2 = 0.01. There was also no statistically 

significant interaction between sensory modality and feedback 
meaning, F(2, 68) = 0.36, p = 0.703, ηp

2 = 0.01. Overall, this suggests 
there were no effects of outcome feedback on ratings of control over 
the gesture action made.

4.2.2 Self-reported causal influence over 
feedback received

A 2 × 3 RM ANOVA was carried out with sensory modality 
(haptic or visual) and feedback meaning (arbitrary same, arbitrary 
different, or semantic) on the aligned ranks for self-reported 
causation (Figure 6). There was a significant main effect of sensory 
modality, F(1, 34) = 5.02, p = 0.032, ηp

2 = 0.13, such that ratings of 
causal influence over the feedback were greater with haptics as 
compared to visual (Mdifference = 0.17). There was no statistically 
significant effect of feedback meaning, F(2, 68) = 0.16, p = 0.855, 
ηp

2 = 0.01. There was also no statistically significant interaction 
between sensory modality and feedback meaning, F(2, 68) = 0.42, 
p = 0.656, ηp

2 = 0.01. Overall, this suggests that self-reported 
causal influence was significantly greater with haptic feedback than 
with visual and that there was no influence of the meaning of 
feedback received.

4.2.3 Self-reported responsibility for icon 
selection

A 2 × 3 RM ANOVA was carried out with sensory modality 
(haptic or visual) and feedback meaning (arbitrary same, arbitrary 
different, or semantic) on the aligned ranks for self-reported 
responsibility. There were no significant main effects of sensory 
modality, F(1, 34) = 0.21, p = 0.638, ηp

2 = 0.01, nor feedback meaning, 
F(2, 68) = 0.38, p = 0.689, ηp

2 = 0.01. There was also no significant 
interaction observed between sensory modality and feedback 
meaning, F(2, 68) = 0.47, p = 0.629, ηp

2 = 0.01. Overall, this suggests 
there may be  no effects of outcome feedback on ratings of 
responsibility for which icon was selected.

4.3 Relationship between agency and other 
HCI factors

To explore the relationship between agency and other HCI factors, 
we  looked at correlations between the measures (Figure  7). For 
implicit agency, interval estimations were averaged across conditions. 
For explicit agency, self-reported control and causation were averaged 
across conditions. Spearman’s correlations were used where there were 
significant departures from normality.

Implicit agency did not significantly correlate with any of the 
other HCI factors (all p > 0.05). Explicit agency significantly positively 
correlated with trust, rs(35) = 0.644, p < 0.001, 95% CI [0.37, 0.62], and 
negatively with computer anxiety, rs(35) = −0.364, p = 0.031, 95% CI 
[−0.36, 0.03], but only showed a marginal positive trend with 
technological readiness, rs(35) = 0.326, p = 0.056, 95% CI [0.01, 0.61], 
and usability, rs(35) = 0.211, p = 0.061, 95% CI [0.32, 0.61]. Overall, 
this suggests there is a relationship between SoA and trust with 
gestural input, and SoA and general computer anxiety. Additionally, 
there is a potential relationship between SoA and perceived usability 
with gestural input, and SoA and general technological readiness.

5 Discussion

The current study aimed to investigate how differences in the 
feedback received in response to gesture input impact 
SoA. Associations between SoA and other important factors of the 
interaction were also explored. We found that the haptic modality 
significantly improved implicit SoA and explicit judgments of 
causation as compared to visual, independent of whether the feedback 
is meaningful or not. We also found that reporting a greater SoA in 
the interaction is associated with having more trust in the system; 
there is also a notable trend as such with usability. Finally, having more 
general anxiety around HCI is associated with reporting less SoA; 
there is also a notable trend as such with general 
technological readiness.

FIGURE 5

Mean interval estimations by sensory modality, as a function of feedback meaning. Error bars represent standard errors across participants.
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5.1 Mid-air haptic information for gesture 
recognition

This study supports and extends research on SoA with gesture-
based interactions using mid-air haptic feedback. Previous research 
has looked at mid-air haptics for touchless interfaces with an in-air 
button press activation and found it to improve SoA as compared to 
visual feedback (Martinez et al., 2017). Here, the gesture is somewhat 
more separate from the outcome, as the pose-feedback model does not 
emulate a physical interaction, unlike a button press, which is typically 
accompanied by tactile feedback. We find that this increase in SoA 
provided by mid-air haptics does indeed extend to this scenario. 

Similarly, although not with gesture recognition, previous research has 
shown weaker binding for such separate visual outcomes (color 
change) relative to audio tone outcomes (Imaizumi and Tanno, 2019; 
Ruess et al., 2018). Together, this shows that sensory feedback is a 
relatively influential external cue in an agentic chain, highlighting the 
importance of retrospective cues with respect to already available 
prospective cues (Moore and Fletcher, 2012; Synofzik et al., 2013).

The current findings also show mid-air haptics as an outcome-
feedback cue may be particularly beneficial, as there was an increase 
in both implicit and explicit SoA. Previous research looking at mid-air 
haptics accompanying virtual objects as action feedback shows that it 
can increase explicit but not implicit SoA (Evangelou et al., 2023). 

FIGURE 6

Ratings of causation plotted as a function of sensory modality and feedback meaning. The middle lines of the boxplot indicate the median (X’s 
represent the mean); the upper and lower limits indicate the first and third quartile. The error bars represent the 1.5 X interquartile range or minimum or 
maximum.

FIGURE 7

Correlations between explicit agency and HCI factors. All scores on HCI scales are standardized for parity on the graph (centered around 0). CompA, 
Computer Anxiety; Ueq, Usability; TechR, Technological readiness.
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Such findings highlight the complex agency processing system, as both 
a feeling and a judgment, and the importance of including implicit and 
explicit measures. The current study extends this and shows that both 
the feeling and judgment of agency are positively impacted by having 
mid-air haptic feedback in response to their gesture pose. This has 
positive implications for mid-air haptics in automotive environments 
by not only promising to decrease eyes off the road time by removing 
visual elements (Shakeri et al., 2018) but potentially also improving 
SoA with gesture control systems. Notably, the current study found an 
increase in explicit judgments of causation but not (action) control. 
Interestingly, previous research found that the positive effects of action 
feedback may be  more pronounced for reported control than for 
causation (Evangelou et  al., 2021). Together, this suggests that 
judgments of control over actions and causal influence over outcomes 
may be  impacted by action -and outcome feedback, respectively. 
Future research could utilize a direct comparison of these conditions 
of feedback to test this and further inform models of agency.

Finally, this study revealed that differences in the meaning of 
feedback received did not modulate SoA. This finding is surprising as 
previous research has shown the importance of sensory prediction 
congruency. Lafleur et al. (2020) manipulated this by having the visual 
result of a pinch action either match the actual force applied or not, 
which modulated SoA. Here, we manipulated the meaning of the 
feedback received such that it was either arbitrarily the same or 
different for each pose, or uniquely represented the icon. The results 
show the positive impact of mid-air haptics does not depend on this, 
but also more interestingly and perhaps unexpectedly, that differences 
in the haptic meaning received did not impact SoA. It may be that 
these more nuanced differences are more beneficial for the recognition 
of the icon selected and its hedonistic qualities (Brown et al., 2020, 
2022). However, previous research has shown that subtle differences 
in mid-air haptics for virtual objects may impact SoA (Evangelou 
et  al., 2024). Research with a focus specifically on mid-air haptic 
differences for gesture recognition could investigate this further.

5.2 Trust, usability, and agency with 
gesture-based automotive UI

This research has provided an exploratory opening into the 
relationship between trust and agency when using gesture control to 
operate an automotive UI system. We found that higher trust in the 
system made it more likely to report greater agency. A marginally 
positive relationship between agency and usability was also observed. 
This suggests that the judgments of control and influence in a system 
are related to the degree of trust in its ability to perform changes as 
intended, as well as how usable the system is perceived to be. Whether 
this speaks more to the gulf of execution or evaluation (Norman, 1986) 
is something for future research. For example, looking at whether the 
change in gesture poses made or feedback received impacts trust in 
and usability of the system in the same way it appears to impact SoA.

5.3 Technology readiness, anxiety and 
agency in HCI

Our exploratory findings also provide insight into a relationship 
between general anxiety when it comes to engagement with 

technology and the reported sense of agency. We found that higher 
general computer anxiety was associated with reporting lower agency. 
A marginally positive trend between technological readiness and 
agency was also identified. This suggests that greater apprehension 
about using technology, and potentially a general lack of inclination 
to engage with it, correlates with a reduced sense of control over it. 
This is interesting and speaks to wider discussed issues around the self 
and agency in HCI (McCarthy and Wright, 2005), as well as the role 
of affect (Hudlicka, 2003). For example, future research into improving 
people’s attitudes toward technology and reducing anxiety around its 
use could potentially enhance their sense of agency in HCI.

5.4 Limitations and future directions

One limitation of the current study concerns the lack of a passive 
control condition typically used in psychological research on SoA. A 
passive condition for comparison provides a means of categorically 
claiming participants have experienced SoA in the active conditions 
(Bednark et  al., 2015; Cravo et  al., 2009). As we  were already 
comparing many different conditions, we opted for the approach of 
comparing the magnitude of agency between them, still informative 
as seen in previous research (Winkler et al., 2020; Coyle et al., 2012; 
Evangelou et al., 2021). Future research then, could now narrow down 
the comparisons of interest, allowing for the inclusion of a 
passive condition.

Another limitation to consider here is the limited ecological 
validity. Although we can say here that mid-air haptics as a response 
to gesture poses improve SoA compared to visual feedback, it remains 
uncertain whether this extends to an automotive environment, or 
whether it might interact with the driving experience. Furthermore, 
whether these effects change depend on the driving experience/
behaviour itself. Future research could look at validating the effects 
reported here in a driving experience such as a simulation, and 
compare to more typically used audio feedback (Sterkenburg et al., 
2017; Stecher et  al., 2018) in already available gesture control 
automotive systems.

We also consider the inclusion of too many conditions—six in this 
case—which may decrease the statistical power when examining 
smaller effects. For example, looking at Figure 5, it appears there are 
larger, albeit not statistically significant, differences between haptic 
and visual conditions when the feedback is assigned at least arbitrary 
differences. Future research could utilize just two conditions for a 
more powerful statistical analysis.

6 Conclusion

In sum, the current study looked at SoA in gesture-based 
interactions with a focus on the impact of different feedback 
modalities and types. We  also explored the relationship between 
agency and other HCI variables. Our results showed an overall 
improvement in both implicit and explicit SoA with mid-air haptics 
as compared to visual, irrespective of differences in the meaning of 
feedback received. We also found self-reported agency with gesture 
control to be positively related to more trust and usability. Finally, 
those with more general technology-related anxiety tended to report 
having less agency. These findings have positive implications for 
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advances in gesture recognition technology by demonstrating the 
benefits of mid-air haptics using robust, quantitative measures of 
SoA. They also show agency as an important measure by bearing 
relation to other factors of trust and usability. Furthermore, presenting 
interesting relationships with general HCI factors increases the scope 
for future research.
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