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This perspective article argues that not only humanities benefit and are transformed 
by recent AI developments but AI might also benefit from the humanities. This is 
demonstrated with regard to the symbol grounding problem in AI by considering 
that meaning is not the outcome of a two-way relation between an object and a 
brain (or AI) but of the negotiation of meaning in the triadic relation between objects, 
symbols, and human practices. This is common in the interpretive social research 
tradition of the humanities. We argue that AI benefits from embedding generative 
methods in interpretive social research methodologies. This can be achieved by 
using the example of the recently developed methodology of interpretive agent-
based simulation (iABM). This methodology enables the generation of counterfactual 
narratives anchored in ethnographic evidence and hermeneutically interpreted, 
producing symbolically grounded and plausible futures. Criteria for plausibility 
correspond to contemporary guidelines for assessing trustworthy AI, namely 
human agency and oversight, transparency, and auditability.
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1 Introduction

AI is making unexpected rapid progress. Still, in 2019, a book on AI (Marcus and David, 
2019) noticed that AI was still achieving success only for very narrow, clearly defined problems. 
For instance, one chapter heading reads: “If computers are so smart, how come they cannot 
read?” Only 3 years later, Chat-GPT was launched to a wider public. In the same year, a Google 
engineer gained (unwanted) prominence for his claim that their machine was sentient 
(Wooldridge, 2022). Regardless of whether this may be true (and if or how this question can 
be answered), reading and writing text in natural language is now a common exercise of large 
language models (LLMs), with so far unpredictable consequences for a digital heritage future.

However, despite the undeniable success of LLMs, the eminent AI scholar Michael 
Wooldridge still claims that such machine learning systems are considerably restricted 
nonetheless (Wooldridge, 2022). What is missing, he asks and answers: the world. LLMs can 
write essays on words that are often used together. Typically based on co-occurrence analyses, 
LLMs combine words that are commonly found in close proximity in the training data, such 
as the words “rain” and “wet” (Wooldridge, 2022). However, for the machine, these words 
remain just symbols without any contextual experience. Clearly, even though Chat-GPT might 
write an essay on rain, it has never experienced rain. This, in essence, is the well-known and 
long-debated symbol grounding problem (Harnad, 1989; Belpaeme et  al., 2009), a 
philosophical puzzle in disciplines such as linguistics, cognitive science, and AI, and questions 
how symbols are connected to objects in the real world.

The argument that we want to make here is that not only is AI transforming the landscape 
of humanities, but with regard to the symbol grounding problem, AI might also benefit from 
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the humanities. More precisely, contemporary generative AI might 
benefit from taking into account methodological advancements in 
agent-based simulation (ABM), a domain that used to be but is no 
longer seen as a subfield of AI. By acknowledging the importance of 
small, i.e., rich, data in a big data world (Dirksen et al., 2021), the 
methodological advancement we propose concerns embedding ABM 
in qualitative interpretative methods in the social sciences. This enables 
us to identify how symbols relate to the situated meaning of social-
cultural practices or how meaning is attached to the social world. In 
section 2 of this article, the symbol grounding problem will 
be described, after which we will provide an example in the field of 
cultural criminology in section 3. In section 4, we will explain how the 
notion of plausibility contributes to symbol grounding.

2 Interpretive ABM and the symbol 
grounding problem

As the statement of Michael Wooldridge above exemplifies, 
progress in AI does not remain without skepticism. We contend that 
with respect to the symbol grounding problem, AI still has a lot to 
learn from how intelligence is enacted in human practices, that is, how 
symbols are connected to aspects of the real world through the work 
of interpretation. It is a specific feature of the human species that 
allows humans to orient themselves in the world by culturally 
embedded language games (Neumann and Cowley, 2013). Meaning is 
not a two-way relation between an object and a brain (or AI), but 
rather the negotiation of meaning happens in the triadic relation 
between objects, symbols, and human practices. Symbols arise from, 
and are thus tied to, particular social practices (situated meaning). For 

instance, whether an eye movement is an involuntary twitch or a 
conspiratorial signal depends on the context of actions and 
interactions in which it is situated (Geertz, 1973). Investigating how 
symbols relate to the human social world is exactly what interpretive 
social research is about. This is not to say that we contend that a 
computer might experience rain with the help of social scientific 
knowledge. However, for instance, ethnography, traditionally in 
pursuit of understanding foreign cultures, is faced with a problem 
similar to the symbol grounding problem: the ethnographer has to 
dissect how actors in a certain cultural system negotiate meaning and, 
hence, connect those cultural symbols to objects in the world. By 
discussing the methodology of interpretive agent-based modeling, 
which includes ethnography and hermeneutic analysis, we will show 
how the symbol grounding problem may possibly be  tackled in 
generative AI. Before doing so, let us return to explaining the 
methodology of interpretive AMB, or iABM (Neumann, 2024).

In this qualitative interpretative approach to ABM, the 
development of a conceptual model is informed by ethnographic data 
analysis. The conceptual model consists of condition-action sequences 
based on ethnographic material providing the ‘micro level rules’ of the 
model. These micro rules are connected with the original codes of the 
ethnographic data analysis in the form of annotations. Due to this 
traceability, it is possible to generate narrative scenarios that bring 
contextualized meaning back into the output of the simulation. Hence, 
the simulation output remains attached to its intelligible context, 
revealing the societal “Eigendynamik” (Beuving, 2021).

Figure 1 shows how the simulation output (on the right) is traced 
to the transcripts of the ethnographic evidence on the input side of the 
model (on the left). Annotations feed the micro model rules consistent 
conceptual description (CCD) viewer. Following a declarative 

FIGURE 1

Screenshot of the model explorer that relates input narratives to output narratives.

https://doi.org/10.3389/fcomp.2025.1508004
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Neumann and Dirksen 10.3389/fcomp.2025.1508004

Frontiers in Computer Science 03 frontiersin.org

programming style, certain actions are executed during the simulation, 
depending on the preceding constellation of conditions (trace 
graph visualization).

The executed rules reflect the range of potentialities, so to speak, 
and change the pathway of further condition-action sequences. 
Traceability of the simulation output to the ethnographic material as 
instances of situated causality enables the generation of a diversity of 
counterfactual narrative scenarios. They depart from the potential 
transferability of the ‘chains of meaningful action’ observed in the 
ethnographic data referred to as social mechanisms. “A mechanism is a 
social process that is reliably traceable in multiple locations (or across 
case studies) (…). Meaningful mechanisms (…) explicitly involve 
signification and interpretation as part of the causal pushing and pulling 
on the world that they produce” (Lichterman and Reed, 2015, p. 613). 
Alternatively, the simulation output of iABM consists of meaningful 
social mechanisms transposed to different social situations and settings.

Symbol grounding in iABM does not occur only through 
ethnographic analysis but also on the level of interpretive validation 
of the ways in which the relationships of situated causality play out in 
different social situations. In this phase of the research procedure of 
iABM, the simulated counterfactual narratives are subjected to 
objective hermeneutic interpretation by using a sequence analysis. 
Sequence analysis is “a method of interpretation that attempts to 
reconstruct the meaning of any kind of human action sequence by 
sequence, that is, sense unit by sense unit” (Kurt and Herbrig, 2014, 
p. 281) with the aim of dissecting the ‘rules’ of the symbolic world. 
Counterfactually, one can then examine what course of events could 
be expected if one of these sense units is changed or deleted (Levy, 
2008). Hence, hermeneutic interpretation of the counterfactual 
scenarios determines whether a particular scenario provides a 
plausible variation of the action found in the ethnographic material 
(Neumann et al., 2024). This step of the research procedure of iABM, 
i.e., output ‘validation’, enables us to make a move from the potential 
to the plausible. This is in sharp contrast to conventional tools of 
generative methods, where it is often simply claimed that the 
‘behavior’ of LLM-ABM agents is similar to human behavior (Gao 
et al., 2024) without providing evidence to substantiate that claim.

The processes of (intersubjective) interpretation inherent in both 
the ethnographic data analysis on the input side of the methodology 
and the hermeneutic validation of the output side of the simulation 
provide an indirect connection of how human practices relate symbols 
to objects in the world.

3 Machine-in-the-loop: an example

In this section, an example will be provided that demonstrates how 
the machine is put in the loop of interpretive social research, that is: 
how the methodology enables human meaning-making with machines 
and how this contributes to symbol grounding.1 The example is taken 
from criminology as iABM was initially developed for the field of 

1 For this example the police approached the research consortium because 

they could not understand why a group of drug dealers started killing each 

other instead of making money together. It turned out that answering their 

question required the development of a new research methodology which 

therefore can be denoted as an emergent methodology (Schreier, 2017).

criminological research (Lotzmann and Neumann, 2017), although 
currently applied in other domains as well, such as the investigation of 
the conditions of organizational resilience to technological change 
(Secchi et al., 2024). For criminology, the cultural perspective and the 
method of ethnography are not unfamiliar, especially in the field of 
cultural criminology, having its origin in the tradition of subculture 
theorization (Ferrell, 1999; Hebdige, 1979; Rock, 2002). Cultural 
criminology entails “a methodological sensibility: a sensitivity to 
subtleties of meaning, an openness to the orientations of others–even 
if those others are textual in nature” (Ferrel et  al., 2008, p.  189). 
Important to state here, however, is that this perspective article aims to 
make a methodological contribution to the problem of understanding; 
the criminological example is used for illustrative purposes only.

Deciphering meaning-making (i.e., understanding) is a key 
methodological problem of the humanities as a science of 
interpretation. First, we demonstrate how the machine is embedded 
in small data from ethnographic research through conceptual 
modeling in terms of micro-level condition-action sequences. This is 
what we  call the “thick conditional,” a reformulation of Clifford 
Geertz’s famous concept of a “thick description” (Geertz, 1973). Like 
a traditional thick description, a thick conditional is composed of a 
combination of description, interpretation, and explanation of field 
data (Beuving, 2021). This conceptual modeling facilitates a micro-
level description of the field data. However, condition-action 
sequences are not descriptions of a single observation but condense 
observations into social mechanisms. For instance, in a project 
analyzing police interrogations (see Lotzmann and Neumann, 2017), 
many descriptions of acts of aggression were found. These had been 
of different severity, ranging from an extortionist bringing the children 
of the blackmailed back home from kindergarten to holding machine 
guns in the stomach and victims looking like hunted cats. The reaction 
to experiencing aggression by the victims was very different, ranging 
from statements such as “I paid but I’m alive” to attempts to kill the 
offender. The different reactions to facing aggression have been 
condensed into an interpretation of this aggression by the victim as 
either “norm of trust demanded” or “norm of trust violated.” Like a 
thick description, the condition-action sequence is not just raw data 
but an interpretation that simultaneously explains the different kinds 
of reactions, i.e., it reflects the symbolic level. The world of human 
practices on the other hand is preserved in the annotations (Figure 2).

Next, we demonstrate how, in the output phase of the research 
procedure of iABM, narrative scenarios create novel, meaningful 
content. IABM enables contextualization, adding layers of meaning 
(Strathern, 2002) to a simulated scenario. The following example 
narrative is a counterfactual scenario in which one of the members of 
a criminal group reacted to intimidation by some of his co-offenders:2

2 Names are fictitious as for reasons of protection of privacy only anonymous 

data was provided to the researchers and ethical guidelines were respected, 

i.e., research was done with ethical clearance. Moreover, it has to be noted 

that even though the request came from the police, it came from an internal 

analysis unit, not criminal prosecutors. While the data was originally collected 

for the purpose of criminal investigation, this study was done with the aim of 

furthering scientific understanding of criminal acts and mechanisms (within 

the police). Thus, sensitivity is needed about the distinction between the 

purpose of the original data collection (i.e., criminal investigative analysis) and 

the purpose of the data analysis in the project (i.e. scientific understanding).
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“At the beginning of this story Toby began to mistrust Achim. 
Eventually, Achim embezzled his money as Toby had invested a 
significant amount of black money in Achim’s company structure. 
However, it remains ambiguous what exactly happened. Anyway, 
Toby wanted his money back. They had a meeting at the office of 
their lawyer to appraise the value and Achim obeyed the request.”

While being based on empirical data of police interrogations, the 
concrete “story” generated by the simulation had not been found in 
the data as such; it is artificially generated content. Sentences in italics 
are annotations from the data connected by the manually generated 
‘hinge points’. The result is a text as a kind of ‘collage’, in which pieces 
of the original data are linked together in new sequences, depending 
on when the rules are executed during the simulation.

Sequence analysis revealed that this short story addresses the 
conceptual field of the meaning structure of trust and the dialectic 
of crisis and routine (Dickel and Neumann, 2024), substantiating 
it as a plausible counterfactual scenario. While at first sight rather 
unspectacular, the example reveals the role of counterfactual 
reasoning (Dirksen and Neumann, 2024). Namely, in reality (i.e., 
the police interrogations), three thugs with machine guns waited 
for Achim in the lawyer’s office, forcing him to his knees and 
pointing a machine gun at his stomach. Thus, the seemingly trivial 
example is something radically different from reality. 
Counterfactual reasoning of the machine allows for a “what if ” 
analysis of what could have happened if certain conditions had 
been different (Tavori and Timmermans, 2013; Katz, 2001) to 
explain the facts (Reed, 2017). Hence, putting the machine in the 
loop of human reasoning enables us to make sense of human 
action. Symbol grounding results from a process of the negotiation 
of meaning in the triadic relation between objects, symbols, and 
human practices.

4 Generating the novel: potential, 
plausible, and trustworthy?

In iABM, a different composition of individual pieces of empirical 
evidence generated by the execution of the program code generates 
different narratives. These counterfactual narratives are novel and thus 

qualify iABM as a generative method. That is to say, it simulates the 
truly novel by transposing the real-world relationship of causality of 
situated action, i.e., the observed ‘chains of meaningful action’, to 
similar conditions, to subsequently understand the unfolding of this 
particular chain of action in that new situation where these chains 
were not observed as such (yet).

Plausible narratives “(…) commence with real-life situations, 
which are then extended with elements that are hypothetical or 
speculative, but that are rooted in real-world processes” (Clarke, 
2016, p. 78).

This aspect of iABM is to be  contrasted with the statistically 
probable in that interpretive social simulation modeling enables 
generating not only variations of statistically closely related words (by 
means of deep learning the co-occurrence of words) but also novel but 
plausible structural variations of observed social mechanisms. IABM, 
therefore, enables the imagination of “a wide range of ‘outside-of-the 
box possibilities’” (Bai et al., 2016, p. 352) rather than a projection of 
the past and the present into the future, i.e., predicting past variation 
(Svetlova, 2024, p. 11).

In light of the symbol grounding feature of iABM, we end this article 
with a reflection on its plausibility criteria. The notion of the ‘plausible’ 
in iABM refers to the extent to which a counterfactual scenario may 
be interpreted as a plausible structural and novel variation of an actual 
empirical case. This feature of iABM relates the interpretation to symbol 
grounding rather than being a mere hallucination. First, the notion of 
plausible futures in iABM refers to the credibility of a range of possible 
futures, which depends on an in-depth idiosyncratic understanding of 
social mechanisms making up a particular social phenomenon. Second, 
plausibility is here understood “as a relational or interactional criterion 
in the sense that it is not an intrinsic property of a scenario (…). Indeed, 
the plausible and the implausible need to be interrogated and better 
understood in the context they appear” (Uruena, 2019, pp. 19, 20). This 
feature of plausibility is safeguarded in iABM by the fact that 
interpretation, or meaning-making, in ethnography (in the input side of 
the simulation) and objective hermeneutics (in the output side of the 
simulation) is intersubjectively arrived at.

These criteria of plausibility correspond to the standards of 
evaluation developed for assessing trustworthy AI (HLEG AI, 2019, 
2020), which are deemed relevant to the symbol grounding debate: 
human agency and oversight, transparency, and auditability. First, 
“transparency becomes crucial for investigating AI system behavior 
post hoc (Mittelstadt, 2021)” and includes traceability requirements. 
Second, traceability refers to “[t]he data sets and the processes that 
yield the AI system’s decision, including those of data gathering and 
data labelling as well as the algorithms used, should be documented 
to the best possible standard to allow for traceability and an increase 
in transparency. This also applies to the decisions made by the AI 
system” (HLEG AI, 2019, p.  18). Traceability, in turn, facilitates 
explainability and auditability. The traceability inherent in the 
methodology of iABM may rightly be  said to increase the 
transparency and, hence, the explainability and auditability of how 
the counterfactual narratives are constructed based on the empirical 
material. Transparency in iABM, and with it the conformability of 
the social mechanisms and how they play out in the different 
counterfactual narratives, is thus safeguarded by way of the 
traceability of the micro rules of the model to the context of a 
particular social action and by the objective hermeneutic validation 
of the counterfactual narratives.

FIGURE 2

An example of a condition-action sequence that relates symbols and 
human practices.
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5 Discussion

Generating multiple novel imaginations of the future in the form 
of counterfactual narratives is a key takeaway for contemporary AI 
technologies for prediction: “when considering the future, there is no 
single outcome that can serve as a focus for a narrative, and the best 
that can be done is to create multiple narratives (scenarios), each 
invoking different dimensions, none of which will entirely ‘predict’ 
what will happen” (Bai et al., 2016, p. 352). Similar efforts to generate 
multiple narratives for imagining the future using ML algorithms are 
sparse, yet initiatives can be found, such as for the imagination of 
novel climate futures (cf., Sanchez Querub and Niederer, 2022).

IABM, however, goes beyond future imaginations as fictional 
hallucination, as the integration of (any kind of) generative technologies 
with methods of interpretive social science enables a generation of 
symbolically grounded, and hence, plausible counterfactual narratives, 
enhancing our imagination empirically anchored and intersubjectively 
arrived at of what might happen in the near future. Adhering to the 
symbol grounding principles of iABM entails that the generated 
imaginations remain traceable to their intelligible context, i.e., that their 
context of meaning ‘travels’ with them, hence transparently providing 
the grounds on which it may be determined whether they are plausibly 
applicable to similar situations and settings. Rather than the positivist 
tradition of the hypothesis testing of the statistical branch of AI, in 
which “intelligence itself is a positivist experiment,” intelligence as an 
interpretivist experiment would for AI entail being open to divergent 
meaning-making in different (cultural) contexts and accommodating 
the prevailing situated interpretations. Such an AI might “allow other 
societies to define and construct ‘artificial intelligence’ in, and on, their 
own terms” (Blackwell, 2021, p. 209).
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