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Introduction: The proliferation of social media platforms has facilitated the

spread of fake news, posing significant risks to public perception and societal

stability. Existing methods for multimodal fake news detection have made

important progress in combining textual and visual information but still face

challenges in e�ectively aligning andmerging these di�erent types of data. These

challenges often result in incomplete or inaccurate feature representations,

thereby limiting overall performance.

Methods: To address these limitations, we propose a novel framework named

MCOT (Multimodal Fake News Detection with Contrastive Learning andOptimal

Transport). MCOT integrates textual and visual information through three

key components: cross-modal attention mechanism, contrastive learning, and

optimal transport. Specifically, we first use cross-modal attention mechanism

to enhance the interaction between text and image features. Then, we employ

contrastive learning to align related embeddings while distinguishing unrelated

pairs, and we apply optimal transport to refine the alignment of feature

distributions across modalities.

Results: This integrated approach results in more precise and robust feature

representations, thus enhancing detection accuracy. Experimental results on two

public datasets demonstrate that the proposedMCOToutperforms state-of-the-

art methods.

Discussion: Our future work will focus on improving its generalization and

expanding its capabilities to additional modalities.

KEYWORDS

fake news detection, multimodal data, cross-modal attention, contrastive learning,

optimal transport

1 Introduction

The widespread adoption of social media platforms has significantly transformed the

way individuals share information and express their opinions. These platforms enable

rapid and extensive dissemination of content, reaching vast audiences at minimal cost.

However, their openness and ease of use have also facilitated the spread of fake news,

posing significant risks to public perception and societal stability. Consequently, detecting

and mitigating fake news has garnered considerable attention and research interest.

Analyzing textual content represents one of the earliest approaches to fake news

detection efforts (Yu et al., 2017; Chen et al., 2019). However, as online social media

content has rapidly evolved from purely text-based to multimodal, often containing text

and images, the limitations of text-only approaches have become apparent. Studies have

shown that analyzing cross-modal content can provide complementary advantages for fake
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news detection (Jin et al., 2016; Shu et al., 2017; Qi et al., 2019). As

a result, numerous works have attempted to integrate multimodal

features to enhance the performance of fake news detection models

(Wang et al., 2018; Singhal et al., 2019; Khattar et al., 2019; Zhou

et al., 2020; Wu et al., 2021; Xiao et al., 2023). These models

often employ widely used and effective pre-trained models for

feature extraction. In terms of feature fusion, the initial methods

involved direct concatenation of feature vectors (Wang et al., 2018;

Singhal et al., 2019), which have since evolved to include feature

enhancement and fusion based on co-attention mechanisms (Wu

et al., 2021; Xiao et al., 2023).

Despite the advancements in multimodal fake news detection,

effectively aligning and integrating features from different

modalities remains challenging. Text and image data possess

distinct characteristics, making their combination inherently

complex. Improper alignment and integration of these features

can lead to suboptimal performance, underscoring the necessity

for advanced techniques that can adeptly manage the intricacies

of multimodal data fusion. To address these challenges, we

introduce a novel framework for multimodal fake news

detection, named MCOT (Multimodal Fake News Detection

with Contrastive Learning and Optimal Transport). Among

its components, contrastive learning, a technique widely

used in representation learning (Guo Q. et al., 2023), helps

improve the quality of learned embeddings by leveraging

similarities and differences within the data. Optimal transport

theory (Peyré et al., 2019), grounded in mathematics and

economics, offers a robust method for aligning probability

distributions.

More specifically, our approach begins with cross-modal

attention mechanism to enhance the interaction between textual

and visual features. Following this, contrastive learning is employed

to align the embeddings of related pairs while distinguishing

unrelated pairs. Additionally, optimal transport is used to refine

the alignment of feature distributions from different modalities.

By integrating these methods, MCOT effectively captures the

complementary information from text and images, enhancing

overall detection accuracy.

The key contributions of this paper are as follows:

• We propose the MCOT framework, which integrates

contrastive learning and optimal transport to improve the

alignment and integration of multimodal features.

• We utilize cross-modal attention mechanism to enhance the

interaction between textual and visual features, effectively

leveraging their complementary information.

• We conduct extensive experiments on the Weibo and Pheme

datasets, demonstrating that our method achieves competitive

performance and establishes a new benchmark in the field.

The remainder of this paper is structured as follows: Section

2 reviews related work in multimodal fake news detection,

contrastive learning, and optimal transport. Section 3 details

the proposed MCOT framework and its components. Section 4

presents the experimental setup and results, including comparisons

with baseline methods and an ablation study. Finally, Section 5

concludes the paper.

2 Related work

2.1 Multimodal fake news detection

Early approaches (Castillo et al., 2011; Pérez-Rosas et al.,

2017) to fake news detection focus primarily on textual data and

use single-modality techniques. With the increasing prevalence

of images in news dissemination, recent works (Guo Y. et al.,

2023; Lao et al., 2024; Zhu et al., 2024a,b) leverage deep learning

models to extract features from both text and images and enhance

the capability of fake news detection through various fusion

strategies and additional tasks. For example, EANN (Wang et al.,

2018) proposes an end-to-end framework that uses adversarial

training to extract event-invariant features, enhancing the accuracy

of detecting fake news related to new events. MVAE (Khattar

et al., 2019) introduces a network combining a bimodal variational

autoencoder and a binary classifier, identifying fake information

by learning shared representations of multimedia content. CAFE

(Chen et al., 2022) improves detection accuracy by performing

cross-modal alignment, learning ambiguities between modalities,

and capturing cross-modal correlations. LogicDM (Liu et al.,

2023a) proposes a neural model that combines symbolic logic

with neural representations to improve the interpretability of

multimodal misinformation detection across various datasets.

2.2 Contrastive learning

Contrastive learning has emerged as a powerful technique in

representation learning (Guo Q. et al., 2023; Liu and Chen, 2024),

significantly advancing both natural language processing (NLP)

(Yan et al., 2021; Gao et al., 2021; Hua et al., 2023; Gao and Das,

2024) and computer vision (CV) (He et al., 2020; Chen et al.,

2020; Chen and He, 2021; Jiang et al., 2024). Contrastive learning

effectively enhances the quality of learned representations by

maximizing the agreement between related pairs and minimizing

it between unrelated pairs. Recent works have demonstrated the

effectiveness of contrastive learning in multimodal tasks. For

instance, CLIP (Radford et al., 2021) uses contrastive learning

to align visual and textual representations by predicting which

caption matches a given image, enabling the model to perform

zero-shot transfer to various downstream tasks without additional

training. ALIGN (Jia et al., 2021) leverages a noisy dataset of over

one billion image alt-text pairs to train a simple dual-encoder

architecture that aligns visual and language representations using

a contrastive loss. In contrast with previous works, our approach

applies contrastive learning to align and distinguish multimodal

features, focusing on cross-modal interactions to enhance fake

news detection performance.

2.3 Optimal transport

Optimal transport (OT) theory, grounded in mathematics and

economics, has gained significant traction in machine learning for

its ability to measure and align probability distributions (Peyré

et al., 2019). By finding themost cost-effective way to transform one
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distribution into another, OT provides a powerful tool for various

applications, including domain adaptation (Courty et al., 2017),

generative modeling (Arjovsky et al., 2017), and representation

learning (Xu and Chen, 2023). In multimodal learning, OT can

align feature distributions from different modalities, ensuring that

the learned representations capture the underlying relationships

between modalities. MuLOT (Pramanick et al., 2022) leverages OT

to align visual and textual representations for sarcasm and humor

detection, improving performance on several benchmark datasets.

TOT (Zhang et al., 2023) employs OT to address implicit harm in

multimodal hate detection, achieving state-of-the-art performance

on benchmark datasets by capturing complementary information

from multiple modalities and eliminating the distributional

modality gap. Unlike existing methods that use optimal transport

for domain adaptation or distribution alignment, we integrate

it with multimodal feature alignment, refining cross-modal

representations to improve detection accuracy.

3 Proposed method

The task of multimodal fake news detection involves

determining the veracity of a given news piece based on its textual

content and accompanying image. In this section, we propose

MCOT to address this problem. As shown in Figure 1, MCOT

consists of five main modules: (a) Feature Extraction: extracts

textual and visual features using specialized feature extractors. (b)

Cross-Modal Attention: enhances the interaction between text

and image features using multi-head attention. (c) Contrastive

Learning: aligns textual and visual representations by computing

similarity matrices. (d) Optimal Transport: models the alignment

cost between text and image features using a cost matrix and

transport plan. (e) Classification: produces final prediction scores

using concatenated embeddings. The detailed introduction of each

module is shown in the following subsections.

3.1 Feature extraction

The input is represented as x = (xt , xv) ∈ D, where xt
represents the textual component of the news item and xv denotes

the corresponding image. The dataset D comprises news snippets

sourced from real-world social media platforms.

For the textual component xt , we employ a pre-trained BERT

(Devlin et al., 2018) model to capture semantic and contextual

representations accurately. The extracted features are denoted as

ht = BERT(xt) ∈ R
m×d, wherem represents the number of tokens

in the text and d represents the dimensionality of the embedding

for each token.

Similarly, for the visual component xv, we utilize a pre-

trained ViT (Dosovitskiy et al., 2020) model for preprocessing and

encoding. The resulting features are represented as hv = ViT(xv) ∈

R
r×d, where r indicates the number of image patches plus an

additional [CLS] token, and d denotes the dimensionality of the

embedding for each patch.

3.2 Cross-modal attention

3.2.1 Cross-modal attention mechanism
To effectively integrate textual and visual information, we

employ the cross-modal attention mechanism. This mechanism

allows the model to attend to the most relevant parts of both

modalities, facilitating a more comprehensive understanding of the

complementary relationships between text and image features. By

integrating cross-modal attention, our model can better capture

the subtle clues embedded in multimodal content and make more

informed predictions.

The cross-modal attention mechanism consists of two parallel

multi-head attention layers: one for focusing on text features using

image features as queries, and the other for attending to image

features using text features as queries. The multi-head attention

mechanism is a fundamental component of the Transformer

(Vaswani et al., 2017) architecture, enabling the model to focus on

different parts of the input sequence simultaneously.

The basic principle of multi-head attention involves computing

queries (Q), keys (K), and values (V) from the input features. The

attention distribution is calculated by the dot product similarity

between Q and K, followed by scaling and applying it to V.

Formally, the attention output for a single head is computed as:

Attention(Q,K,V) = softmax

(

QKT

√

dh

)

V (1)

where dh is the dimensionality of each head’s output feature.

In the multi-head attention mechanism, multiple heads operate in

parallel, enabling the model to capture various aspects of the input

features. The outputs of these heads are then concatenated and

linearly transformed.

In this module, we implement cross-modal attention by

swapping the roles of keys (K) and values (V) between text and

image features. Queries from each modality are fed into the multi-

head attention block of the other modality, producing image-

enhanced textual features ht→v and text-enhanced visual features

hv→t .

The enhanced text and image features, h′t and h′v, are then

obtained by applying residual connections followed by layer

normalization:

h′t = LayerNorm(ht + ht→v)

h′v = LayerNorm(hv + hv→t)
(2)

3.2.2 Feature aggregation and embedding
generation

The enhanced features h′t and h′v serve as the foundation for

generating the final embeddings used in classification. The process

involves several steps to aggregate and transform these features into

compact, informative representations.

First, we extract the [CLS] token features hCLSt , hCLSv ∈ R
d from

the enhanced features, which represent the overall information of

the sequence.

Additionally, to capture global context, we perform average

pooling on the enhanced features to get the pooled features

h
pool
t , h

pool
v ∈ R

d.
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FIGURE 1

Model architecture overview of MCOT. (a) Feature extraction. (b) Cross-modal attention. (c) Contrastive learning. (d) Optimal transport. (e)

Classification.

For each modality, the [CLS] token feature and the average-

pooled features are concatenated to form comprehensive feature

vectors for both text and image with a dimension of 2d:

h+t = hCLSt ⊕ h
pool
t

h+v = hCLSv ⊕ h
pool
v

(3)

These concatenated features are then passed through fully

connected layers with GELU activation functions to transform the

dimension to d′, resulting in the final embeddings et , ev ∈ R
d′ :

et = σ (Wt · h
+
t + bt)

ev = σ (Wv · h
+
v + bv)

(4)

where Wt ,Wv are learnable weight parameters, bt , bv are bias

terms, and σ (·) represents the GELU activation function.

3.3 Contrastive learning

The goal of contrastive learning is to create a feature space

where similar samples are close together while dissimilar samples

are far apart. This is particularly effective for multimodal fake

news detection, where aligning textual and visual representations is

crucial. By leveraging contrastive learning, we can better align the

representations of both modalities, reducing the modality gap and

improving the model’s ability to effectively integrate multimodal

information for more accurate fake news detection.

Building on the design principles from existing work (Zhan

et al., 2021; Wang et al., 2023) on contrastive learning in

multimodal settings, we utilize the final embeddings et and ev to

enhance feature alignment.

For a batch of N text-image samples, the text features and

image features are defined as Et = {e1t , e
2
t , . . . , e

N
t } and Ev =

{e1v , e
2
v , . . . , e

N
v }, respectively. We consider the corresponding text-

image pairs as N positive pairs, and the remaining N2 − N

unmatched pairs as negative pairs.

Following the approach of Wang et al. (2023), we compute

similarity scores using the dot product of the feature vectors, scaled

by a temperature parameter τ . This yields two similarity matrices:

one for text-to-vision similarity pt→v and one for vision-to-text

similarity pv→t :

pt→v
ij =

exp(eit · e
j
v/τ )

∑N
k=1 exp(e

i
t · e

k
v/τ )

pv→t
ij =

exp(eiv · e
j
t/τ )

∑N
k=1 exp(e

i
v · e

k
t /τ )

(5)

The contrastive loss measures the difference between predicted

similarity scores and actual labels. The loss for each direction,

image-to-text and text-to-image, is computed using cross-entropy

loss. Specifically, the cross-entropy loss for the vision-to-text

direction L
v→t and text-to-vision direction L

t→v can be written

as:

L
v→t = −

1

N

N
∑

i=1

N
∑

j=1

yv→t
ij log pv→t

ij

L
t→v = −

1

N

N
∑

i=1

N
∑

j=1

yt→v
ij log pt→v

ij

(6)
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where yv→t and yt→v represent the ground-truth labels, which are

1 for positive pairs and 0 for negative pairs.

The final contrastive learning loss is calculated as the average of

the individual losses from both directions:

Lcl =
L
v→t + L

t→v

2
(7)

3.4 Optimal transport

This subsection models the optimal transport problem as a

distance metric between two probability distributions. Specifically,

we treat the text feature space as the target space and the image

feature space as the source space. By measuring the distance

between these two distributions, we align features from different

modalities into a common space. The motivation for using

optimal transport lies in its ability to accurately quantify the

differences between heterogeneous modalities, providing a precise

and effective way to reduce distributional discrepancies between

text and image features.

Using the text features Et = {e1t , e
2
t , . . . , e

N
t } and image features

Ev = {e1v , e
2
v , . . . , e

N
v } defined in Section 3.3, we proceed with the

following steps:

First, we define the cost matrixC ∈ R
d′×d′ , whereCij represents

the cost of transporting the text feature of the i-th news item to the

image feature of the j-th news item. The cost matrix is calculated

as Cij =
1
2‖e

i
t − e

j
v‖

2
2, where ‖ · ‖22 denotes the squared Euclidean

distance.

Assuming µ and ν are the probability distributions of the

text feature space and image feature space, respectively, satisfying
∑

i µi = 1,
∑

j νj = 1, and ∀i, j, µi ≥ 0, νj ≥ 0. The solution space

of the transport plan P is defined as:

U(µ, ν) = {P ∈ R
N×N
>0 |P1N = µ, PT1N = ν} (8)

where 1N is an N-dimensional column vector of ones.

Thus, the optimal transport problem from the image feature

space to the text feature space can be expressed as:

dM(µ, ν) = min
P∈U(µ,ν)

〈P,C〉F (9)

where 〈·, ·〉F represents the Frobenius inner product.

Next, by introducing the entropy regularization term, the

optimization objective becomes:

dλ
M(µ, ν) = min

P∈U(µ,ν)
〈P,C〉F −

1

λ
H(P) (10)

where H(P) = −
∑

ij Pij log Pij denotes the entropy of P, and λ is

the entropy regularization parameter.

We then use the Sinkhorn (Cuturi, 2013) iterative algorithm

to solve for the optimal transport matrix P∗λ and employ the

Sinkhorn distance as the alignment loss, which measures the

minimal transport cost of converting the image feature distribution

to the text feature distribution:

Lot = 〈P∗λ,C〉F (11)

3.5 Classification

The classifier’s input is formed by concatenating the final

embeddings et and ev. The concatenated features are then passed

through a fully connected layer and a sigmoid activation function

to produce the final prediction scores:

ŷ = sigmoid(MLP(et ⊕ ev)) (12)

Since fake news detection is a binary classification task, we

apply the binary cross-entropy loss Lcls over all labeled pairs

between the ground-truth labels y and the predicted scores ŷ:

Lcls = −[y log(ŷ)+ (1− y) log(1− ŷ)] (13)

The final loss function combines the classification loss Lcls,

the contrastive learning loss Lcl, and the optimal transport loss

Lot . This combination ensures that the model accurately classifies

the news as real or fake and effectively aligns the text and image

features. The overall loss function is defined as:

L = Lcls + βLcl + γLot (14)

where β and γ are hyper-parameters that balance the three terms.

By jointly optimizing these three loss terms, the model

improves its classification performance while simultaneously

ensuring robust feature alignment and effective feature transport

between modalities.

4 Experiments

4.1 Datasets

To verify the effectiveness of our approach, we conduct

experiments on two benchmark real-world multimodal datasets:

Weibo (Jin et al., 2017) and Pheme (Zubiaga et al., 2017). These

datasets contain news represented by text and images. The statistics

of the two datasets are shown in Table 1, and the details are as

follows:

1. The Weibo dataset is sourced from the Chinese Sina Weibo

platform, with fake posts collected from the official rumor

debunking system of Weibo and real posts verified by Xinhua

News Agency, an authoritative news agency in China.

2. The Pheme dataset is created by collecting tweets related to five

breaking news events on the Twitter platform. Each data entry

includes text and images, along with social context information

that we do not use in this experiment.

Both datasets are split into a training set and a test set with an

8:2 ratio. For Weibo, we adopt the same division method as the

existing work (Wang et al., 2018). For Pheme, the data is divided

randomly. In both datasets, following previous works (Chen et al.,

2022; Liu et al., 2023b), only samples containing both text and

image are retained.
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TABLE 1 Statistics of the datasets.

Dataset Weibo Pheme

Train Test Train Test

#Real 2,807 835 1,240 311

#Fake 3,347 864 569 143

Total 6,154 1,699 1,809 454

4.2 Experimental setup

4.2.1 Baseline
To validate the effectiveness of the proposed MCOT

framework, we compare it with several representative methods:

• EANN (Wang et al., 2018): it uses an event adversarial neural

network to learn event-invariant features based on extracting

multimodal features.

• MVAE (Khattar et al., 2019): it employs a multimodal

variational autoencoder coupled with a binary classifier to

learn shared textual and visual representations.

• SAFE (Zhou et al., 2020): it uses a similarity-aware approach

to investigate the relationship between textual and visual

information in news articles.

• SpotFake+ (Singhal et al., 2020): it uses a multimodal

approach leveraging transfer learning to capture semantic

and contextual information from full-length news articles and

associated images.

• MCNN (Xue et al., 2021): it proposes a neural network that

captures the consistency of multimodal data, addressing issues

like text-image mismatches and image tampering.

• CAFE (Chen et al., 2022): it introduces a cross-modal

ambiguity-aware approach to adaptively aggregate unimodal

features and cross-modal correlations.

• BMR (Ying et al., 2023): it uses improved multi-gate Mixture-

of-Experts (MoE) networks to learn features through single-

view prediction and cross-modal consistency learning.

• LogicDM (Liu et al., 2023a): it introduces a logic-based neural

model combining neural networks with symbolic learning to

enhance interpretability.

4.2.2 Implementation details
For the text feature extraction, we use the pre-trained bert-base-

chinese1 model for the Weibo dataset and the pre-trained roberta-

base2 model for the Pheme dataset. The maximum sequence length

for text is set to 150 for Weibo and 60 for Pheme, respectively.

For the image feature extraction, we employ the pre-trained vit-

base-patch16-3843 model. The embedding dimension d for both

modalities is 768.

1 https://huggingface.co/google-bert/bert-base-chinese

2 https://huggingface.co/FacebookAI/roberta-base

3 https://huggingface.co/google/vit-base-patch16-384

For the cross-modal attention mechanism, we set the number

of heads to 8 for each multi-head attention layer. For the final

embeddings, both textual and visual features are processed through

a fully connected layer with a hidden size of 64, resulting in d′ of 64.

During training, we set the batch size to 64 and use the

Adam optimizer with an initial learning rate of 0.001. Training

is conducted for 50 epochs with an early stopping strategy. We

perform a grid search in the range of (0, 1) with a step size of 0.1

to find the optimal hyperparameters for β and γ . Ultimately, for

the Weibo dataset, we set β and γ to 0.4; for the Pheme dataset, we

set both β and γ to 0.1.

4.3 Overall performance

We evaluate the models using Accuracy (Acc),

Precision (P), Recall (R), and F1-score (F1). Table 2

presents the performance comparison between our

proposed MCOT framework and other baseline methods

on the Weibo and Pheme datasets. MCOT consistently

outperforms most compared methods in terms of

accuracy and F1-score on both datasets, demonstrating its

effectiveness.

On the Weibo dataset, recent methods (BMR, LogicDM,

and MCOT) show significant performance improvements over

earlier methods, partly due to the use of advanced pre-trained

models. Earlier methods typically use text-CNN for text feature

extraction, which has limitations in capturing dependencies

between distantly related words. This limitation is less pronounced

on the Pheme dataset, possibly due to the generally shorter text

lengths.

Notably, MCOT achieves better performance in detecting real

news on the Pheme dataset. However, it slightly lags in recall

and F1-score for fake news compared to the best-performing

method. This can be attributed to the imbalance between positive

and negative samples within the dataset, reflecting a limitation

of MCOT in addressing this issue. Nevertheless, MCOT still

demonstrates outstanding overall performance, underscoring its

capability in managing multimodal data.

4.4 Ablation study

4.4.1 Quantitative analysis
To further investigate the effectiveness of each component

in MCOT, we first introduce a base model, which simply

concatenates the outputs of the pre-trainedmodels (BERT andViT)

without utilizing the cross-modal attention, contrastive learning,

or optimal transport modules. This base model serves as a

foundation to understand the contribution of pre-trained models

alone.

In addition, we design three simplified variants ofMCOT.More

specifically, the compared variants of MCOT are implemented

as follows: MCOT w/o CA removes the cross-modal attention

module, skipping the interaction between text and image

features, and obtaining the final embeddings separately.

MCOT w/o CL removes the contrastive learning module,
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TABLE 2 Performance comparison between MCOT and the baseline methods.

Dataset Method Acc
Fake news Real news

P R F1 P R F1

Weibo

EANN 0.795 0.806 0.795 0.800 0.752 0.793 0.804

MVAE 0.824 0.854 0.769 0.809 0.802 0.875 0.837

SAFE 0.816 0.818 0.815 0.817 0.816 0.818 0.817

CAFE 0.840 0.855 0.830 0.842 0.825 0.851 0.837

BMR 0.884 0.875 0.886 0.880 0.874 0.881 0.877

LogicDM 0.852 0.862 0.845 0.853 0.843 0.855 0.843

MCOT 0.901 0.895 0.911 0.903 0.906 0.890 0.898

Pheme

EANN 0.681 0.685 0.664 0.694 0.701 0.750 0.747

MVAE 0.852 0.806 0.719 0.760 0.871 0.917 0.893

SAFE 0.811 0.827 0.559 0.667 0.820 0.849 0.866

SpotFake+ 0.800 0.730 0.668 0.697 0.832 0.869 0.850

MCNN 0.824 0.809 0.779 0.795 0.873 0.892 0.880

CAFE 0.861 0.812 0.645 0.719 0.875 0.943 0.907

MCOT 0.870 0.839 0.727 0.779 0.882 0.936 0.908

The bold values represent the highest performance achieved for each metric across the evaluated models on the respective dataset. The underlined values represent the second-best performance.

meaning the contrastive loss Lcl is not considered during

training. MCOT w/o OT removes the optimal transport module,

meaning the optimal transport loss Lot is not considered during

training.

From the results shown in Table 3, we have the following

observations:

The base model, while insufficient to fully address the

challenges of multimodal fake news detection, demonstrates the

strong foundational contribution of pre-trained models to the

MCOT framework, especially on the Weibo dataset.

The subsequent ablation experiments further illustrate the

contributions of each individual component of the MCOT

framework.

On the Pheme dataset, removing the cross-modal attention

module leads to a notable decrease in performance, highlighting

the importance of capturing the interaction between textual and

visual features. The variant without contrastive learning also shows

reduced performance, indicating that contrastive learning enhances

feature representation effectively. Similarly, the variant without the

optimal transport module demonstrates lower accuracy and F1-

score, underscoring the role of optimal transport in aligning feature

distributions.

On the Weibo dataset, a similar trend is observed. This

consistency across datasets emphasizes the robustness and

generalizability of the MCOT framework. The cross-modal

attention mechanism, contrastive learning, and optimal transport

all contribute to the model’s ability to accurately detect fake news

by leveraging the complementary nature of multimodal data.

4.4.2 Qualitative analysis
To illustrate the effectiveness of the MCOT framework,

we conduct a visualization experiment comparing the complete

MCOT model with the MCOT w/o COT variant, which removes

both the contrastive learning and optimal transport modules. We

visualize the features using t-SNE (Van der Maaten and Hinton,

2008) for 500 randomly sampled news items from the test set of

Weibo, plotting at the last epoch of training for both models. The

results are shown in Figure 2.

In the first set of visualization (subplots a and b), each news item

is represented by two points: one for text features (red) and one for

image features (blue). In the second set of visualization (subplots c

and d), we concatenate the text and image features for each news

item and plot a single point, with colors indicating whether the

news is real (green) or fake (yellow).

The t-SNE plots reveal distinct differences between the two

models. For the text and image features, the MCOTmodel (subplot

b) exhibits much tighter clustering compared to the MCOT w/o

COT variant (subplot a). This indicates that contrastive learning

and optimal transport effectively align and integrate multimodal

features. While it is theoretically challenging to assert that this

tighter clustering directly translates to better performance, our

results suggest that this alignment is beneficial.

For the combined features, the distinction between real and

fake news is more apparent in the MCOT model (subplot d)

compared to the variant (subplot c). Even though the difference

is not as pronounced as in the individual feature plots, the clearer

separation of real and fake news points to the effectiveness of the

combined learning strategy in the MCOT model.

5 Conclusion and future work

In this article, we proposed a novel MCOT framework for

fake news detection, which effectively integrates textual and

visual information through cross-modal attention, contrastive
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TABLE 3 Ablation study on the architecture design of MCOT on two datasets.

Dataset Method Acc
Fake news Real news

P R F1 P R F1

Weibo

Base 0.869 0.853 0.896 0.874 0.886 0.841 0.863

w/o CA 0.878 0.920 0.832 0.874 0.842 0.925 0.881

w/o CL 0.881 0.901 0.861 0.881 0.863 0.902 0.882

w/o OT 0.875 0.926 0.821 0.870 0.834 0.932 0.880

MCOT 0.901 0.895 0.911 0.903 0.906 0.890 0.898

Pheme

Base 0.773 0.664 0.566 0.611 0.813 0.868 0.840

w/o CA 0.844 0.800 0.671 0.730 0.859 0.923 0.890

w/o CL 0.863 0.800 0.755 0.777 0.890 0.913 0.901

w/o OT 0.861 0.794 0.755 0.774 0.890 0.910 0.890

MCOT 0.870 0.839 0.727 0.779 0.882 0.936 0.908

The bold values represent the highest performance achieved for each metric across the evaluated models on the respective dataset.

FIGURE 2

Visualization of text and image features generated by: (a) MCOT w/o COT; (b) MCOT; and visualization of real and fake news features generated by:

(c) MCOT w/o COT; (d) MCOT.

learning, and optimal transport. Experimental results on theWeibo

and Pheme datasets demonstrate the superior performance of

MCOT compared to several advanced methods. The ablation

study further confirms the importance of each component in the

MCOT framework, showing that the combination of cross-modal

attention, contrastive learning, and optimal transport enhances the

model’s ability to detect fake news. These findings highlight the

potential of leveraging multimodal data and advanced learning

techniques to improve the reliability and accuracy of fake news

detection systems.

However, there are potential limitations to this work. First,

the MCOT framework relies on pre-trained models for both

text and image feature extraction. While these models improve

performance, their generalization to domains that differ from their

training data may be limited. Second, the Weibo and Pheme

datasets, while widely used benchmarks, are relatively small in scale

and may not fully capture the diversity of real-world multimodal

fake news.

As this is one of the first works to leverage contrastive

learning and optimal transport for multimodal fake news detection,

further exploration is necessary to fully realize the potential of

this approach. In the future, we plan to explore: (1) reducing

the computational complexity of MCOT by employing model

distillation or lightweight architectures, making it more suitable

for resource-constrained environments; (2) extending the MCOT

framework to more modalities, such as video and audio, to further

enhance its capability in detecting multimodal fake news; (3)

exploring the adaptability of MCOT across different languages and

social media platforms to improve its generalizability, potentially

achieved through multilingual pre-trained models or cross-domain

transfer learning.
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