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Artificial Intelligence (AI) has revolutionized various sectors, including Cultural

Heritage (CH) and Creative Industries (CI), defining novel opportunities and

challenges in preserving tangible and intangible human productions. In such

a context, Neural Rendering (NR) paradigms play the pivotal role of 3D

reconstructing objects or scenes by optimizing images depicting them. However,

there is a lack of work examining the ethical concerns associated with its

usage. Those are particularly relevant in scenarios where NR is applied to items

protected by intellectual property rights, UNESCO-recognized heritage sites, or

items critical for data-driven decisions. For this, we here outline the main ethical

findings in this area and place them in a novel framework to guide stakeholders

and developers through principles and risks associated with the use of NR in CH

and CI. Such a framework examines AI’s ethical principles, connected to NR, CH,

and CI, supporting the definition of novel ethical guidelines.

KEYWORDS
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1 Introduction

Artificial Intelligence (AI) sparked advancements across various sectors, both in

industry and academia. One of the most impacted sectors corresponds to Cultural Heritage

(CH) and Creative Industries (CI), often considered as a unique discipline (CCI; Jobin

et al., 2019; Pansoni et al., 2023a; European Commission, 2024b,c; Cascarano et al., 2022b).

Through AI paradigms, tangible and intangible CCI could be better analyzed,

preserved, and promoted, with a positive social impact (Jobin et al., 2019; Pansoni et al.,

2023a). In particular, it has facilitated digitization efforts supported by international

institutions such as the EU Commission and UNESCO, democratizing accessibility,

preservation, and dissemination of culture (European Commission, 2024b; UNESCO,

2024a,b). Monuments, sites, and intangible traditions such as crafts, and art, are just a few

examples of CCI elements that are being preserved through AI.

The advent of Neural Rendering (NR) techniques has dramatically improved this

digitization and preservation process considering their ability to reconstruct 3D objects

and scenes, being only optimized on the 2D image that depicts them. In the NR arena,
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Neural Radiance Fields (NeRFs) and 3D Gaussian Splatting

(3DGS), are the most adopted paradigms, which can be efficiently

applied in different environments with variable illumination

settings, with pictures taken in the wild and be optimized with

a small number of images (Gao et al., 2022; Mazzacca et al.,

2023; Cascarano et al., 2022a; Abdal et al., 2023; Manfredi et al.,

2023a). This feature allows their adoption to digitize scenes

and objects not only in a perfect laboratory environment but

also in non-optimal ones (also for those objects that no longer

exist, like lost heritage) (Halilovich, 2016; Fangi et al., 2022).

However, the application of NR in CCI raised new challenges

from an ethical perspective. As a preliminary example, one

could argue about the authenticity and (intellectual) property

of the digital replica (European Commission, 2024b; Micozzi

and Giannini, 2023). Issues like this become even more relevant

considering elements protected by UNESCO or critics for data-

driven decisions (UNESCO, 2024a,b). Nevertheless, there is a lack

of work that has analyzed the ethical implications surrounding the

application of NR to CCI items. This also indicates the lack of a

robust framework from which new guidelines and regulations can

be derived.

This paper fills this gap by reviewing the primary ethical

evidence in this area. It aims to clarify the ethical principles

and risks associated with the use of NR in CCI contexts. Our

framework attempts to navigate the complex ethical playground of

NR integration, taking into account the well-established principles

of trustworthy AI contained in the AI Act, including responsibility,

reliability, fairness, sustainability, and transparency (Madiega,

2021; Manfredi et al., 2022). Moreover, it takes into consideration

additional world’s most recognized ethical guidelines, such as

the European Commission’s White Paper on AI (European

Commission, 2024b), the Assessment List for Trustworthy AI

(ALTAI; European Commission, 2024a), The ICOM Code of

Ethics [International Council of Museums (ICOM), 2018],

UNESCO’s documents on the Recommendation on the Ethics of

Artificial Intelligence (UNESCO, 2024b) and report on Cultural

and Creative Industries (UNESCO, 2024a). The framework aims to

support and enhance the development of NR technologies in CCIs

while preserving their intrinsic values and importance. At the same

time, this framework laids the groundwork for developing ethical

guidelines for NR solutions by identifying specific risks associated

with their application in CCI, such as transparency, fairness, and

sustainability. The guidelines developed with our considerations

can guide stakeholders in mitigating these risks, while also

promoting the adaption of our framework into quantitative metrics

and indicators to objectively assess and monitor ethical compliance

in NR technologies across different CCI applications.

The main contributions of this paper are (i) identify the ethical

pitfalls in the current literature of NR paradigms applied on

CCI data and use-cases; (ii) design and implement a structured

ethical framework that stakeholders can use to address technical

risks, challenges, and regulatory concerns in NR applications,

inspired by globally relevant guidelines; (iii) provide a foundational

background to define novel guidelines for the development of NR

solutions, taking into account their specific risks, delineating future

work directions.

The paper is organized as follows: Section 2 reviews existing

literature and research efforts related to NR, along with ethical

frameworks for AI, and their applications in CCI contexts. Then,

in Section 3, we present our proposed ethical framework for

trustworthy NR, detailing its key components and principles.

Then, Section 4 presents the results obtained by applying such a

framework while delineating its limitations. Finally, we conclude

the paper by summarizing our contributions, and suggesting

directions for future research in Section 5.

2 Related works

In this section, we provide a thorough review of the current

status of the state of the art of NR as applied to CH and CI, while

delineating ethical considerations. This section is therefore divided

into two distinct but related parts: “Technical State of the Art” and

“Ethical State of the Art.”

2.1 Technical state of the art

Traditionally, extracting 3D models from 2D images has been

primarily implemented through conventional geometric methods.

These methods rely on established techniques such as photometric

consistency and gradient-based features to extract depth cues from

visual data (Strecha et al., 2006; Goesele et al., 2007; Remondino

et al., 2008; Hirschmuller, 2008; Barnes et al., 2009; Furukawa and

Ponce, 2010; Brocchini et al., 2022; Jancosek and Pajdla, 2011;

Bleyer et al., 2011; Schönberger et al., 2016). However, recent

advances in neural networks laid the path to the development

of novel techniques that are able to generate 3D volumes from

2D images by approximating non-linear functions (Xie et al.,

2020; Murez et al., 2020; Tewari et al., 2020). For example,

Xie et al. (2020) introduced a Convolutional Neural Network

(CNN) encoder-decoder multi-scale fusion module that selects

high-quality reconstructions from multiple coarse 3D volumes,

approximating a 3D voxel representation. However, this method

is limited to those exact representations and is optimized on

one dataset, limiting its context of use. Overcoming this voxel

representation limitation, research direction was defined through

works like Murez et al. (2020), where authors propose a similar

3D voxel reconstruction methods like Xie et al. (2020) but

refining it through 3D CNN encoder-decoder network, resulting

in a Truncated Signed Distance Function (TSDF) volume from

which a mesh is extracted. However, relying first on voxels and

then on TSDF, this approach is memory-intensive and low-

resolution. Moreover, the method primarily focuses on geometric

reconstruction, which results in a low capacity for capturing

complex visual details and phenomena. To overcome all of the

mentioned limitations, a novel research direction has seen a lot

of traction in recent periods. It allows to learn higher levels of

visual details, by approximating 3D representation directly learned

by a neural network, with an efficient approach: Neural Rendering

(NR; Tewari et al., 2020). These techniques are characterized by

deep image or video generation methods that provide explicit or

implicit control over various scene properties, including camera

parameters and geometry. Such models learn complex mappings

from existing images to generate new ones (Tewari et al., 2020).

In such a space, two paradigms are emerging: Neural Radiance
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Fields (NeRFs) and 3D Gaussian Splatting (3DGS). These have

attracted considerable attention due to their power and speed

of reconstruction (Tewari et al., 2020; Mildenhall et al., 2022;

Kerbl et al., 2023; Meng et al., 2023). NeRFs are implicit neural

radiance field representations via multi-layer perceptrons (MLPs),

optimized via rendering reconstruction loss over 2D images to

learn the complex geometry and lighting of the 3D scene they

capture (Mildenhall et al., 2022; Gao et al., 2022). While primarily

recognized for novel view synthesis, NeRFs allow the extraction

of 3D surfaces, meshes, and textures (Tancik et al., 2023). This is

achieved through an internal representation as an Occupancy Field

(OCF) or a Signed Distance Function (SDF), which can be easily

converted into a 3D mesh using conventional algorithms such as

the Marching Cubes (Lorensen and Cline, 1987). Similarly, 3DGS

aims to efficiently learn and render high-quality 3D scenes from

2D images (Kerbl et al., 2023). 3DGS introduces a continuous and

adaptive framework using differentiable 3D Gaussian primitives,

in contrast to traditional volumetric representations such as voxel

grids. These primitives parameterize the radiance field, allowing

novel views to be generated during rendering. 3DGS achieves real-

time rendering through a tile-based rasterizer, unlike NeRF which

relies on computationally intensive volumetric ray sampling (Kerbl

et al., 2023; Tosi et al., 2024). Both NeRFs and 3DGS are self-

supervised and can be trained using only multi-view images and

their corresponding poses, eliminating the need for 3D/depth

supervision (using algorithms such as Structure from Motion

to extract camera poses). In addition, they generally deliver

higher photo-realistic quality compared to traditional novel view

synthesis methods (Gao et al., 2022). These factors make them

suitable for various applications in different domains, especially

in the context of CCI, where the generation of the most faithful

representation is key. NeRF has recently been considered for

CH applications for different contexts and data, such as those

collected with smartphones or professional cameras, in different

environments (Mazzacca et al., 2023; Croce et al., 2023; Balloni

et al., 2023). At the same time, they have been used in the context of

CI, mainly for industrial design, and various fashion applications,

such as 3D object reconstruction and human generation (Poole

et al., 2022; Manfredi et al., 2023b; Wang K. et al., 2023; Fabra

et al., 2024; Fu et al., 2023; Yang H. et al., 2023). Notwithstanding

its newness, 3DGS has also been considered and applied in CH,

where it was compared with NeRF for the reconstruction of real

monuments, and also in CI, where it was used to efficiently

generate dressed humans (Abdal et al., 2023; Basso et al., 2024).

Although not specifically applied to the CCI context, few-shot

approaches amount to a variation of NR that can be optimized

for the 3D representation of scenes and objects by using only

a few frames (typically 1–10) (Kim et al., 2022; Yang J. et al.,

2023; Long et al., 2023). Such approaches can be adopted for

those CCI objects that can no longer be captured and are stored

in a small number of images, but also for those objects that

can only be captured from a limited set of views. In such a

context, relevant works amount to PixelNeRF, which introduces

an approach that preserves the spatial alignment between images

and 3D representations by learning a prior over different input

views (Yu et al., 2021). In contrast, models such as DietNeRF,

RegNeRF, InfoNeRF, and FreeNerf address few-shot optimization

without relying on knowledge, instead employing optimization and

regularization strategies along with auxiliary semantic losses (Jain

et al., 2021; Kim et al., 2022; Yang J. et al., 2023).

2.2 Ethical state of the art

As mentioned in the introduction, while the ethical

implications of AI in CCI have been explored, the ethical

implications of using NR paradigms have been poorly explored.

For this, works such as Jobin et al. (2019), Srinivasan and Uchino

(2021), Loli Piccolomini et al. (2019), Pansoni et al. (2023a,b),

Piskopani et al. (2023), Giannini et al. (2019), and Tiribelli et al.

(2024) draw on important and relevant sources of knowledge

regarding the ethics of AI, and in some cases, the ethics of

generative AI. In particular, Jobin et al. (2019) outlined the

implications of AI across sectors on a global scale, sparking debates

about the ethical principles that should guide its development

and use. Concerns include potential job displacement, misuse by

malicious actors, accountability issues, and algorithmic bias. It also

highlights efforts to engage different stakeholders, including public

and private companies, questions about their motivations, and the

convergence of ethical principles. Finally, it discusses the main

ethical principles currently analyzed in AI ethics, while delineating

guidelines to develop fair and trustworthy systems. Specifically,

CH (Pansoni et al., 2023a,b) analyzed ethical concerns regarding

the use of AI’s role in activities such as creating digital replicas or

providing unbiased explanations of artworks. They also developed

an ethical framework for these activities, including relevant ethical

principles such as shared responsibility, meaningful participation,

and accountability. Their findings underscore the need to develop

sector-specific ethical guidelines for AI in both tangible and

intangible CH to ensure its sustainable development while

preserving its values, meaning, and social impact. In the context of

CI, Flick and Worrall (2022) pointed out the urgency of defining

ethical rules and exploring issues of ownership and authorship,

biases in datasets, and the potential dangers of non-consensual

deepfakes. In the same context, in Srinivasan and Uchino (2021),

the authors analyzed the lack of ethical discussion around

generative AI, particularly around biases, while exploring their

implications from a socio-cultural art perspective. Their findings

analyzed how generative AI models showed biases toward artists’

styles that were also present in the training data. We should also

reflect on public primary sources of global AI ethical significance,

to establish a robust AI ethical framework about NR. To this end,

we rely first on the Assessment List for Trustworthy Artificial

Intelligence (ALTAI) developed by the European Commission’s

High-Level Group on Artificial Intelligence (implemented by

HLEGAI in 2019; European Commission, 2024a). ALTAI identifies

seven requirements necessary to achieve trustworthy AI, covering

aspects such as human oversight, technical robustness, privacy,

transparency, fairness, societal wellbeing, and accountability. It

is important to note that these ethical imperatives are regulative,

not legally binding, and serve as guiding principles for the

responsible development of the technology. Second, UNESCO’s

Recommendation on the Ethics of Artificial Intelligence and the

Readiness assessment methodology provides systematic regulatory
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and evaluation guidance with a globally sensitive perspective

to guide companies in responsibly managing the impact of

AI on individuals and society (UNESCO, 2024b, 2023). These

recommendations emphasize bridging digital and knowledge gaps

among nations throughout the AI lifecycle and precisely define

the values guiding the responsible development and utilization of

AI systems. In line with the EU guidelines, UNESCO emphasizes

’transparency and accountability’ as key principles for trustworthy

AI. Transparency guarantees that the public is informed when

AI systems influence policy decisions, promoting comprehension

of their significance. This transparency is essential to ensure

equity and inclusivity in the outcomes of AI-based systems.

Explainability refers to understanding how different algorithmic

pipelines work, from the received input data to their processed

outputs. We also considered the European Commission’s White

Paper on AI (European Commission, 2024b), which highlights

the importance of a European approach to the development of

AI, based on ethical values and aimed at promoting benefits

while addressing risks. In particular, it outlines the need for the

trustworthiness of AI systems based on European values and

fundamental rights such as human dignity and privacy. It provides

a regulatory and investment-oriented approach to address the

ethical risks of AI, focusing on building an ecosystem of excellence

and trust throughout its lifecycle. We then considered specifically

the CCI context of our research, starting with the ICOM Code

of Ethics and Museums [International Council of Museums

(ICOM), 2018], which defines ethical standards on issues specific

to museums and provides standards of professional practice

that can serve as a normative basis for museum institutions.

Such a code begins with a position statement that explains the

purpose of museums and their responsibilities. It then focuses

on the specific challenges faced by museums, including (i) the

responsibility to safeguard both tangible and intangible natural

and cultural heritage, while protecting and promoting this heritage

within the human, physical, and financial resources allocated; (ii)

the acquisition, conservation, and promotion of collections as a

contribution to the preservation of heritage; (iii) the provision of

access to, interpretation of and promotion of heritage; (iv) the

definition of policies to preserve the community’s heritage. (iv)

to define policies for the conservation of community heritage

and identity. Again in the context of the CCI, we considered

the well-known artists’ associations’ specification of the EU AI

law dedicated to the creative arts, including safeguards that

require rights holders to be specifically (Piskopani et al., 2023;

Urheber.info, 2024). Such a document, issued by 43 unions

representing creative authors, performers, and copyright holders,

emphasizes the urgent need for effective regulatory measures to

deal with generative AI. In particular, the document highlights how

existing measures are insufficient to protect the digital ecosystem

and society at large. It sets out requirements for providers of

foundational models, including transparency about training

materials, their accuracy and diversity, and compliance with

legal frameworks for data collection and use. These proposals

aim to ensure the responsible development and deployment of

generative AI systems while protecting against potential harms

such as misinformation, discrimination, and infringements of

privacy and copyright. Finally, we have included in our analysis

the UNESCO document on Cultural and Creative Industries in the

COVID-19 era (UNESCO, 2024a). This document was one of the

first to analyze the impact of the pandemic by exploring the use of

digital technologies by audiences and cultural professionals in the

CCIs, which are now becoming pervasive, particularly in the visual

industries, and which can be analyzed through an ethical lens.

3 Methodology

In this section, we present a detailed approach for the analysis of

ethical pitfalls within NR techniques in CCI. On top of this analysis,

we defined an ethical framework for assessing the trustworthiness

of such techniques, given the lack of work on this topic. Our

study begins with an analysis of the scientific literature on NR

approaches, focusing on NeRFs and 3DGS, their use cases, and the

data coming from CCI fields where they were adopted or could

be applied. From this research, we derived the technical challenges

of their application in CCI. Then, considering these challenges, we

examined ethical documents issued by public and globally relevant

issuers and scientific literature. Through these, we highlight the

key ethical risks that these technical challenges may pose, along

with their associated and well-established principles. Following

these documents and reported guidelines, we have selected those

principles and risks that can be linked to specific NR challenges

that could help mitigate them. The result of this process results in a

novel framework to analyze the applications of NRmethods in CCI

with an ethical lens (visually illustrated in Figure 1).

This framework aims to build NR systems with a trustworthy

approach by providing a structured methodology for the analysis

of the ethical risks associated with NR in the CCI sector. To clarify

the framework application, we here report the flow that we adopted

in its usage:

• The first step involves gathering data from CCI, such as 3D

scans, digital archives, or other creative data forms like images,

dance, or even fashion designs. This data forms the basis for

applying NR techniques, which are used to create high-quality

digital representations of CCI artifacts or creative assets;

• In the second step, a thorough analysis of the NR methods

and their use cases is performed. This includes understanding

the specific algorithms being used, their potential and current

applications in CCI, and evaluating the technical challenges

they present, such as accuracy, representation quality, and

limitations when applied to various creative domains;

• Once the technical challenges have been identified, we move

to the third step, where existing ethical guidelines and

policy documents, such as the AI European Commission’s

documents, the Assessment List for Trustworthy Artificial

Intelligence (ALTAI), the International Council of Museums

code of ethics, and UNESCO’s recommendations on AI, are

reviewed. These guidelines help in framing the analysis within

a broader ethical context to derive specific regulations and

policies for NR in CCI;

• Finally, the main ethical risks (e.g., transparency and

responsibility) associated with NR in CCI are identified. These

risks are mapped to the principles outlined in the ethical
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FIGURE 1

Ethical workflow for NR in CCI applications. The approach starts from the selection of the NR methodology and data where they are applied. Then

the ethical framework defines principles that must be evaluated to avoid risks, providing a conclusive analysis and quantification of ethical

compliance scores.

documents, ensuring that they are addressed systematically.

This step is key and ensures an ethical NR application in

the CCI field. The resulting analysis of those risks, ensures

that thesemethods are applied responsibly, transparently, with

fairness, supporting sustainability and ensuring reliability, and

trustworthiness.

The next section will detail the Challenges and Opportunities

of NR in CCI that emerged by applying our framework. Then,

we will analyze the Ethical Principles and the description of how

those are related to these paradigms, highlighting risks and possible

mitigation strategies.

3.1 Challenges and opportunities of Neural
Rendering in CCI

Considering NR, in particular, possible challenges, and

technical risks may arise for the specific elements in the CCI

domain. These challenges include but are not limited to (i)

Understanding complex AI models and validating the data

collection process; (ii) Ensuring the accuracy of reconstructions;

(iii) Demonstrating stability and generalization in different (social)

environments; (iv) Unbiased and fair results; (v) Ethical data

ownership; (vi) Minimizing environmental impact. Considering

(i) significant challenges arise as the lack of interpretability of

those NR models that expose knowledge prior or are being

conditioned on models with prior knowledge (Yu et al., 2021;

Haque et al., 2023). Moreover, missing descriptions of the

data acquisition steps hinder accountability and a data-driven

decision-making approach (Schneider, 2018). These challenges

underline the importance of developing methods and tools to

improve transparency, interpretability, and accountability in NR

systems (Barceló et al., 2020; Haque et al., 2023; Xie et al., 2023;

Cainelli et al., 2022). Other technical challenges and risks related

to confidence in the accuracy/fidelity of the reconstructions and

the consistency of the outputs generated (ii). Inconsistent outputs

could be generated due to few-shot learning approaches, in-the-

wild datasets, or data corruption, requiring rigorous testing and

validation procedures (Martin-Brualla et al., 2021; Yu et al., 2021;

Toschi et al., 2023). Validation of the consistency and fidelity of

NR input and synthesized data in different domains is a crucial

challenge to define generalized and reliable systems. Stability and

generalization across different (social) environments (iii) could also

be defined as an issue, considering that NR methods may lack

visual generalization and inconsistent geometric representations,

which are significant barriers to achieving robust performance in

diverse CCI contexts (Condorelli et al., 2021; Croce et al., 2023;

Mazzacca et al., 2023). This phenomenon could happen while

optimizing an NR in a few-shot or an incomplete set of scene

views. A possible solution to cope with such phenomena amounts

to adopting few-shot architectures or pre-trained models (Yu et al.,

2021; Kim et al., 2022; Yang J. et al., 2023). In this particular

case, however, (iv) we should consider the kind of architectural

approach followed by those few-shot networks (e.g., overlook high-

frequency details Yang J. et al., 2023) and the bias that those

pre-trained models expose in their knowledge priors (Yu et al.,

2021; Kim et al., 2022; Cao et al., 2022). Such models, along

with biases that could emerge within the data collection process,

highlight the importance of developing methods that mitigate

bias and promote equitable results (Zheng et al., 2023). It is also

worth mentioning the criticalities (v) that emerge while discussing

already considered challenges like misuse of input and generated

data and unfaithful generation in the context of data ownership

and responsibility (Avrahami and Tamir, 2021; Chen et al., 2023).

The ownership of the NR 3D-generated items entails the rightful

possession of data and the responsibility to ensure usage and

protection against misuse (Pansoni et al., 2023a). Data misuse

poses a great risk, ranging from unauthorized reproduction to

malicious manipulation, that could be applied in NR to generate

unfaithful items (Haque et al., 2023), damaging stakeholders that

have economical or emotive interest in them (Pansoni et al.,

2023a). For example, if some views or geometric structures of

the 3D models reconstructed by NR methods are inconsistent

with reality, one could argue about their authenticity and also
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debate their intellectual property (Luo et al., 2023). All of these

aspects define the urgency of integrating social considerations

into the system functionality, requiring careful human validation

protocols (Stacchio et al., 2023). Finally, (vi) NR lays significant

risks for the environment (Poole et al., 2023; Lee et al.,

2023). Sustainability is a critical aspect associated with the high

computational demand of NR processes, and the energy used

to maintain ready-to-visualize renderers (Wang Y. et al., 2023).

Moreover, the indirect energy costs stemming from activities such

as professional digital photography waste, creating photo capture

settings, data transmission, and storage further contribute to the

environmental footprint of NR paradigms.

3.2 Ethical principles of Neural Rendering
in CCI

Our study begins with a review of guidelines from key

regulatory frameworks, including the Assessment List for

Trustworthy Artificial Intelligence (ALTAI; European Commission,

2024a), the UNESCO Recommendation on the Ethics of Artificial

Intelligence (UNESCO, 2024b), and the European Commission’s

White Paper on AI (European Commission, 2024b). We also

thoroughly analyzed (Jobin et al., 2019; Srinivasan and Uchino,

2021; Piskopani et al., 2023), which provides a global mapping

of AI regulations and robust ethical principles. Then, given the

CCI context of our investigation, we considered the ICOM Code

of Ethics and Museums [International Council of Museums

(ICOM), 2018] and a specification of the AI act for the creative

arts (Piskopani et al., 2023; Urheber.info, 2024). We have also

included in our analysis the UNESCO on Cultural and Creative

Industries in the face of COVID-19 (UNESCO, 2024a). Following

these documents and reported guidelines, we selected specific

ethical principles to develop a framework to be applied concerning

the usage of NR in CCI. In the following, we highlight the ethical

principles considered and how they connect to the technical

challenges listed in the previous Section 3.1.

3.2.1 Responsibility
One of the most relevant ethical principles that should

be recognized for a trustworthy application of NR in CCI

is responsibility. Responsibility refers to the moral obligation

of individuals, organizations, and societies to ensure that AI

technologies are developed, deployed, and used in ways that

respect and preserve cultural heritage and promote the wellbeing of

individuals and communities involved in creative endeavors (Jobin

et al., 2019). It is worth highlighting that concerning NR,

actions taken from data capturing to model training, evaluation,

and deployment, rely on the different stakeholders (e.g., data

generator, data owners, and ML engineers). For this reason,

the accountability of the action taken through NR is addressed

to both engineers as well as cultural managers or creative

professionals [International Council of Museums (ICOM), 2018;

Giannini and Iacobucci, 2022]. For this, a multidisciplinary

approach is required to ensure NR accountability, defining

policies to co-create and evaluate processes and results. Such

principle should also be applied to input data to NR models and

those that are instead generated, providing adherence to ethical

guidelines throughout the entire data lifecycle (Pansoni et al.,

2023a). This includes transparent documentation of data sources,

data usage consent, and robust security measures to safeguard

against misuse (Pansoni et al., 2023a). Furthermore, ensuring the

authenticity of generated content is essential to uphold trust and

credibility in NR systems, particularly in applications where the

generated output may influence decision-making or perception,

such as replication of UNESCO-protected material or Digital

Twins real-time monitoring (UNESCO, 2023; Chen et al., 2023;

Luo et al., 2023; Jignasu et al., 2023; Li Y. et al., 2023; Stacchio

et al., 2022; Dashkina et al., 2020). With data ownership and

compliance against ethical principles, stakeholders can mitigate

the risks associated with data misuse and unfaithful generation.

Responsibility toward real and generated data ownership and legal

liability for unfaithful ones is essential to maintain the integrity of

NR applications (Pansoni et al., 2023a; Jobin et al., 2019).

3.2.2 Transparency and explainability
Transparency and explainability are core principles in the

development of NR systems, in particular, to define accountability

and trustworthiness in CCI. Transparency involves the clear

and open communication of processes, algorithms, data, and

outcomes associated NR (Jobin et al., 2019), enabling stakeholders

to understand how decisions are made and assess potential biases

or limitations (Pansoni et al., 2023a; Flick and Worrall, 2022).

Explainability regards instead the ability of NR systems to provide

understandable explanations for their synthesis and 3D model

extraction (Xu et al., 2019). For example, NR produces an incorrect

visual representation of a real-world facility, and the influenced

stakeholders must be able to understand the reason (Bhambri and

Khang, 2024). Considering the complexity of NR approaches for

novel view synthesis and 3D object rendering and their implicit

black-box structure, the adoption of explainability techniques for

their analysis is required. For example, different mechanisms

like visualizing the learned geometrical structure, saliency maps,

interpreting network activations, or analyzing the influence of

input parameters on the rendered images are all techniques

that could be adopted to support NR (Samek et al., 2017;

Li X. et al., 2023; Nousias et al., 2023). In particular, such

approaches could support the improvement of such systems,

from both an architectural or data-centric perspective, detecting

biases, but also comparing different models according to their

learned features (Samek et al., 2017; Li X. et al., 2023; Nousias

et al., 2023). Such aspects are all crucial in the context of CCI,

where an enormous tangible and intangible patrimony could

now get digitized thanks to NR paradigms in a cheap and fast

way (Croce et al., 2023). For these reasons, is it crucial to tackle

the aforementioned challenges to elucidate the inner workings of

such algorithms to ensure that their decisions are understandable

and accountable to guarantee NR reliability, fairness, and impact.

3.2.3 Reliability
Reliability refers to the ability of AI applications to comply

with data protection providing high accuracy and completeness

considering both input datasets used to develop and train the

models, and their outcomes (European Commission, 2024a; Jobin
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et al., 2019). For NR to be reliable, we should first consider

the completeness of the data. We should, in general, acquire

around 50 and 150 pictures based on the object complexity,

following a spherical omnidirectional approach to optimize NR

methods (Müller et al., 2022). Even having at our disposal

such pictures, and techniques to extract 3D geometric structures

from the optimized networks, like marching cubes for NeRFs

and Poisson reconstruction from point clouds, which could

discard several high-frequency details (Guédon and Lepetit, 2023).

Moreover, such a quantity of pictures could not be available for

different CCI items (due to objects that do not exist anymore,

or that can’t be moved to be captured from all sides Halilovich,

2016). Even adopting few-shot NR architectures (Niemeyer et al.,

2022; Yang J. et al., 2023) we should have at our disposal,

3–9 sparse viewpoints to have reasonable, but non-comparable

quantitative-qualitative results. To visually explore such a concept,

we re-trained one of the state-of-the-art few-shot NeRFs, named

FreeNeRF (Yang J. et al., 2023), using the same 3-image setting

reported by the authors, depicting the results in Figure 2. As can

be qualitatively appreciated, different parts of the synthesized views

present artifacts and incomplete geometrical structures. It is worth

highlighting that such artifacts were verified on pictures taken in

a controlled laboratory setting, with fixed illumination and camera

poses. This raises ethical concerns related to themissing data biases,

i.e., the lack of data from under represented regions, cultures, and

objects (Pansoni et al., 2023a). Such bias could negatively influence

the training of NR, creating distorted geometries and textures (Yu

et al., 2021). Such bias also involves camera pose estimation, which

is a necessary step for NR in case pictures were taken with classical

RGB cameras (Over et al., 2021). In particular, this raises two ethical

concerns: (i) camera pose estimation algorithms could provide

inaccurate estimation or (ii) non-converge. Such situations mostly

regard cases of few-shot settings with low scene coverage and in-

the-wild settings (Iglhaut et al., 2019; Martin-Brualla et al., 2021;

Cutugno et al., 2022; Balloni et al., 2023). Recent methods based on

Diffusion Models are emerging, with preliminary results toward a

few image camera pose estimations, which however only work on

fixed environmental conditions (Zhang et al., 2024). Considering

these concerns, rigorous quantitative and qualitative validation of

the fidelity of collected/generated data is necessary to determine the

reliability of NR.

3.2.4 Trustworthiness
Trustworthiness refers to the capacity of AI systems to be

ethical toward transparency, accountability, and respect for human

values and rights (Jobin et al., 2019). A trustworthy system not

only produces accurate and consistent results but also operates

in a manner that aligns with ethical principles and societal

expectations (European Commission, 2024b). Considering such a

large definition, we here contextualize the trust in NR paradigms,

in terms of technical robustness (the ability of the system to

function reliably and effectively), and social robustness (the ability

of the system to integrate and operate ethically in different social

contexts; Petrocchi et al., 2023; Pansoni et al., 2023a). Such

models must demonstrate stability and reliability in their predicted

generations maintaining coherent performances, most of all in use

cases related to CCI, where complex objects, dresses, buildings, and

variable illumination conditions would be aspects of their everyday

usage (Pansoni et al., 2023a). Such a principle is strongly bonded

and shares the same reflections of reliability and responsibility. To

demonstrate trust, novel empirical frameworks should be defined

to take into account the performance of such models in extreme

cases (e.g., strong luminance, one-shot settings), where there is

missing information about the scene or the object we want to

reconstruct (Cui et al., 2023).

3.2.5 Sustainability
The ethical dimensions of sustainability represent a

critical focal factor within contemporary AI research and

development (UNESCO, 2024b; European Commission, 2024a).

Central to this discourse is a comprehensive understanding of

the environmental impact and optimizing resources for models’

lifecycle, spanning data collection, model training, and deployment

phases. NR research should so analyze the environmental footprint

stemming from various computational activities integral to

model development and rendering pipelines (Jobin et al., 2019).

Data collection, iterative model training procedures, and model

deployment exert considerable energy demands (Poole et al.,

2023; Kuganesan et al., 2022). Smart capture data setting and

training strategies should be adopted to define computationally

efficient processes to minimize energy waste (Guler et al., 2016).

For example, intelligent protocols could be adopted to reduce

the number of cameras and/or GPU processing techniques

for camera pose estimation (Xu M. et al., 2024). Also, indirect

sources of energy consumption activities like human photographer

transportation, picture capture settings, digital photography, data

transmission, and storage should be taken into account (Balde

et al., 2022). Considering model training and deployment, relevant

efforts should involve the refinement of model architectures to

optimize computational efficiency, taking into account the usage

of lower-image resolutions to reduce memory and teraflops, the

exploitation of optimized hardware systems, and the adoption

of renewable energy sources. In particular considering model

architectures, distillation or quantization techniques could be

adopted to optimize NR training and deployment (Gordon

et al., 2023; Shahbazi et al., 2023). Sustainable practices are

necessary to reduce these impacts and promote environmental

responsibility. This includes optimizing models, training pipelines,

and infrastructure to minimize energy consumption, considering

the environmental implications at every stage of the NR workflow.

By prioritizing sustainability in development and deployment,

stakeholders can minimize the environmental footprint of NR and

contribute to a more sustainable digital ecosystem.

3.2.6 Fairness
Fairness in AI encompasses justice, consistency, inclusion,

equality, non-bias, and non-discrimination, which denotes

principles and equitable treatment of individuals and

communities (UNESCO, 2024b; European Commission,

2024a). Also, NR systems must ensure their rights, dignity,

and opportunities are upheld and respected (Jobin et al., 2019).

Considering such principle, NR should produce consistent
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FIGURE 2

FreeNeRF (Yang J. et al., 2023) trained on three images from the DTU dataset with the same setting provided by the original authors and three

synthesized novel views compared against their ground truths.

results that are unbiased and fair across different demographics,

environments, and scenarios. Such principles are particularly at

risk when considering NR methods with prior knowledge, or those

that exploit regularization and optimizations for few or one-shot

settings (e.g., synthetic generation from other views or ignore

high-frequency details; Niemeyer et al., 2022; Zhu et al., 2023;

Long et al., 2023; Yang J. et al., 2023). Ensuring unbiased and fair

outcomes for NR necessitates so careful consideration of potential

biases introduced during pre-training, which can influence the

generation of outputs in ways that exacerbate existing inequalities

or inaccuracies (Long et al., 2023; Yang J. et al., 2023). This bias

may amount to cultural, social, or historical ones, inherent in the

training data or underlying assumptions embedded within the

model architecture, especially for unrepresented items (Amadeus

et al., 2024; Xu Z. et al., 2024). At the same time, NR architectures

that exploit strategies for few or one-shot settings (e.g., overlook

high-frequency details or synthesize novel 3d views; Long et al.,

2023; Niemeyer et al., 2022; Yang J. et al., 2023; Liu et al., 2023)

can contribute to disparities in the representation and depiction of

scenes or objects within NR outputs (creating similar phenomena

to the one depicted in Figure 2). Such oversights may affect

certain features or characteristics, leading to biased or unfair

outcomes, mostly in contexts where high-frequency detail is

essential for accurate representation (e.g., dance, fashion, and

art). To ameliorate these phenomena, data quality and bias

analysis must be performed, along with bias examination of

the pre-trained knowledge learned by the models. Moreover,

technical improvements in architectures, optimization losses,

regularization, and generative models should be fostered (in

particular considering domain adaption paradigms Joshi and

Burlina, 2021). This holistically includes rigorous evaluation

and validation of biases, as well as the incorporation of diversity

considerations into model design and development. To this date,

a patch-wise level combination of quantitative metrics should

be applied, like combining PSNR, LPIPS, and MSE for novel

view synthesis and DICE, DMax, ASDlike for 3D meshes and

Chamfer, Hausdorff, and Earth-Mover’s distances for synthesized

point clouds (Elloumi et al., 2017; Mejia-Rodriguez et al., 2012;

Zhang et al., 2021; Bai et al., 2023). The focus of such quantitative

analysis should in particular regard cases where limited training

data (few or one shot) are employed, considering that several

artifacts could be generated and a small change in the input data

can lead to significantly different representations (Yang J. et al.,

2023; Niemeyer et al., 2022).

4 Results and discussions

We here summarize the key ethical principles and challenges

of NR in CCI in a framework, highlighting technical risks we aim

to mitigate. Table 1 schematically reports the findings produced

from our investigation. The ethical documents and the scientific

literature acted as mediators, bridging data related to CCI and

AI ethical principles to key ethical risks of NR applied to

them, providing a robust basis for defining fair regulations. In

particular, considering CCI items that naturally exhibit ethical

issues like bias, fairness, and responsibility and are prone to

define reliability concerns. Such an ethical framework, should in

principle support stakeholders in the individuation of principles

and responsibilities that should be considered when designing,

implementing, monitoring, and evaluating NR in CCI.
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TABLE 1 Neural Rendering ethical principles, challenges, and risks detailed starting from the designed ethical framework.

Ethical principle Challenges Technical risks Detailed explanation

Transparency and

explainability

Understanding complex AI

models and validate data

collection process

-Lack of interpretability

-Missing description of data

collection steps

-Lack of controllability for

erroneous reconstructions

Understanding data collection process and how NR models

learn from data and produce their outputs. NR approaches

require additional efforts to elucidate the inner workings of

comprehensibility and accountability. Transparency is

crucial to understand decision-making processes.

Reliability Ensuring accuracy of

reconstructions

-Inconsistent outputs due to

few or one-shot;

-Hard camera estimation due

to data scarcity;

-Novel view synthesis and

geometrical outputs with low

veridicity

-Bias of pre-trained NR

methods

Ensuring the accuracy of input data and generated

reconstructions is crucial in CCI context. Validation

frameworks applying quantitative-qualitative analysis should

be designed to measure the consistency and fidelity of the

generation and perform bias analysis. At the same time,

novel models should be defined to reconstruct camera poses

for a few shot settings, considering objects that do not exist

anymore.

Trustworthiness Demonstrating stability and

generalization in different

(social) environments

-Lack of visual generalization

-Inconsistent Geometrical

Representation

-Missing social considerations

into the system’s functionality

Building trust in the stability and generalization capabilities

of NR models. Trust depends on technical robustness and

the ability to generalize. Novel empirical frameworks are

needed to demonstrate reliability and build user confidence.

It should also take into account the social dimension (i.e.,

ability to be applied in different social contexts).

Sustainability Minimizing environmental

impact

- High computational demand

-Energy cost to create and

maintain a capture setting

Considering the environmental impact and economical

aspects of NR. Sustainable practices, such as optimizing

model architectures, and green computing infrastructure are

necessary to reduce environmental footprint. Also, indirect

energy costs like picture capture setting, digital photography

energy waste, transport, and energy consumption for data

transmission and storage.

Fairness Unbiased and fair results -Biased NR prior knowledge

-Artifacts caused by NR

paradigms which exploit

regularization, synthetic

generation or ignore

high-frequency details

Ensuring unbiased and fair outcomes for NR with prior

knowledge. Addressing biases introduced during training is

crucial as they can propagate through the model and affect

generated outputs (considering NR methods that have prior

knowledge). Fairness is especially at risk in cases of limited

training data and/or integration of auxiliary networks.

Responsibility Ethical data ownership an

authenticity

-Misuse of generated data

-Accountability for unfaithful

generation

-Intellectual property

Upholding ethical data ownership, intellectual property,

usage, and authenticity. Responsible data ownership and

adherence to ethical guidelines are essential to maintain the

integrity and legality of applications.

Several solutions can be implemented to reduce the identified

ethical risks associated with NR. First, addressing the challenge

of transparency and explainability requires comprehensive

documentation of the data collection process and efforts to

improve the description and interpretability of NR generative

pipelines. In such a context, we could also use well-established

explainability paradigms (Wen et al., 2023; Alabi et al., 2023)

to describe how NR models learn from data and generate

outputs. To mitigate reliability-related risks, rigorous testing

and validation protocols should be established to verify the

accuracy and consistency of NR reconstructions, in high-variance

settings, including extreme cases (e.g., poor lighting and occluded

objects). However, reliability goes beyond technical stability and

includes social aspects that should be considered developing NR

model. It becomes mandatory to include social factors such as

cultural sensitivity, and historical accuracy narration, collaborating

with domain experts in a multi-disciplinary approach (Pansoni

et al., 2023a). Sustainability concerns can be addressed by

optimizing multi-camera hardware, and model architectures

while adopting energy-efficient optimization algorithms and

hardware systems (Anthony et al., 2020). In particular, adopting

energy-efficient algorithms involves implementing techniques

such as model pruning, quantization, and compression, which

reduce the computational workload with an often negligible loss in

performances (Kulhánek et al., 2022). Ensuring fairness requires

careful consideration of addressing biases in training data and

model architectures. For example, imagine digitizing ancient

sculptures from various civilizations for virtual museum exhibits.

Biases in the training data, such as a disproportionate focus on

artifacts, could led the NR model to prioritize reconstructions of

artifacts from dominant cultures, neglecting others. To mitigate

biases, we can curate a diverse training dataset, including artifacts

from different cultures, periods, and geographical regions. The

integration of auxiliary networks to detect and correct biases in the

rendering process can improve the fairness of NR outputs. Finally,

responsibility in NR requires ethical data ownership practices,

protection against misuse of generated data, and ensuring faithful

generation following ethical guidelines and legal frameworks.

This could include the implementation of encryption protocols,

and data anonymization techniques to protect the integrity and

confidentiality of digitized objects.

It is worth noticing that, such kind of critical analysis,

provided by our framework has a high degree of portability in

different contexts of use cases. Particularly, it could be applied

in fields like digital heritage preservation, virtual museums,

education, and fashion. In digital heritage preservation, NR

can accurately recreate historical artifacts and monuments, with

the ethical framework ensuring cultural sensitivity, fairness in
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representation, and responsible data ownership. Similarly, virtual

museums and exhibitions benefit from NR by providing immersive

experiences that are inclusive and unbiased. In architectural and

archaeological reconstructions, NR allows for the digital restoration

of damaged or lost structures, emphasizing historical accuracy and

sustainable practices. In education, NR can facilitate the creation

of interactive 3D models for cultural and historical learning,

ensuring that bias is mitigated, and intellectual property rights are

respected. The fashion and artistic industry can also adopt NR for

virtual prototyping, enabling sustainable design processes and fair

representation of cultural styles and diverse body types.

At the same time, our framework is not without limitations.

While the proposed ethical framework addresses crucial principles

such as transparency, fairness, and sustainability, a significant

limitation remains in its predominantly qualitative nature, only be

applied with the support of ethical experts. Before this framework

can be broadly applied across various fields, including managerial

contexts, it must be converted into a quantitative model that

can objectively measure compliance with ethical principles. This

quantitative approach requires the development of novel scales and

metrics capable of evaluating the extent to which NR applications

adhere to these ethical standards. Defining quantitative indicators,

such as transparency scores for data provenance, reliability metrics

for reconstruction accuracy, or sustainability indices for energy

consumption, would enable a more precise evaluation of NR

implementations from an ethical perspective. These quantitative

tools would allow stakeholders to assess not only whether ethical

guidelines are being followed but also to what degree they are

respected. Moreover, these quantitative approach would ensure

that ethical compliance in NR becomes measurable, facilitating the

standardization and monitoring of NR technologies across diverse

applications within the CCI and beyond.

5 Conclusions and future works

Our research explored the use of NR in CCI focusing on the

ethical considerations and relevant legal frameworks that pertain

to these domains. The output of this process is a new ethical

framework that serves as a guide for addressing the potential ethical

risks identified in our analysis and provides a structured approach

for ethical decision-making in the context of NR applications in

CCI. We have further elaborated on the specific ethical principles

that should be prioritized since they are crucial to ensure the

responsible use of NR. We also highlighted ethical pitfalls that

require clear guidelines to protect the integrity and sustainability

of CCI sectors when applying NR technologies. Building on the

foundation established by this work, future developments will

focus on transforming the ethical framework from a qualitative

only guide into a mixed qualitative-quantitative tool capable of

quantitatively assess ethical compliance in NR applications. This

will involve defining measurable ethical standards, criteria, and

metrics to quantify the degree to which different NRmethodologies

adhere to ethical principles For example, transparency could be

quantified through scores reflecting the interpretability of NR

models and the documentation of data sources, while fairness

could be assessed through metrics that evaluate the diversity and

inclusiveness of training datasets. The development of such metrics

will enable a systematic, data-driven evaluation of NR technologies,

making it possible to compare and benchmark applications across

different sectors within CCI (e.g., cultural, social, and historical).

This qualitative-quantitative hybrid approach will be rigorously

validated across diverse CCI contexts to assess its adaptability and

resilience. Finally, we will explore the potential integration of this

ethical framework within managerial decision-making processes,

ensuring that it can be used not only for technical evaluations but

also for strategic planning and policy development in organizations

leveraging NR technologies. This will further ensure that NR

applications are ethical, sustainable, and aligned with the long-term

goals of CCI sectors.
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