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Introduction: Human-centric artificial intelligence (HCAI) focuses on systems

that support and collaborate with humans to achieve their goals. To

better understand how collaboration develops in human-AI teaming, further

exploration grounded in a theoretical model is needed. Tuckman’s model

describes how team development among humans evolves by transitioning

through the stages of forming, storming, norming, performing, and adjourning.

The purpose of this pilot study was to explore transitions between the first three

stages in a collaborative task involving a human and a human-centric agent.

Method: The collaborative task was selected based on commonly performed

tasks in a therapeutic healthcare context. It involved planning activities for the

upcoming week to achieve health-related goals. A calendar application served

as a tool for this task. This application embedded a collaborative agent designed

to interact with humans following Tuckman’s stages of team development. Eight

participants completed the collaborative calendar planning task, followed by

a semi-structured interview. Interviews were transcribed and analyzed using

inductive content analysis.

Results: The results revealed that the participants initiated the storming stage in

most cases (n = 7/8) and that the agent initiated the norming stage in most cases

(n = 5/8). Additionally, three main categories emerged from the content analyses

of the interviews related to participants’ transition through team development

stages: (i) participants’ experiences of Tuckman’s first three stages of team

development; (ii) their reactions to the agent’s behavior in the three stages; and

(iii) factors important to the participants to team up with a collaborative agent.

Conclusion: Results suggest ways to further personalize the agent to contribute

to human-agent teamwork. In addition, this study revealed the need to further

examine the integration of explicit conflict management into human-agent

collaboration for human-agent teamwork.

KEYWORDS

human-agent teaming, human-AI collaboration, Tuckman’s model, human-centered

artificial intelligence, Activity Theory, health promotion, activities of daily living,
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1 Introduction

Human-centric artificial intelligence (HCAI) focuses on developing systems that

effectively collaborate with humans to achieve their goals (Nowak et al., 2018).

Collaboration, in this context, can be defined as “a process of joint decision-making among

interdependent parties, involving joint ownership of decisions and collective responsibility

for outcomes” (Gray, 1989, as cited in) (Liedtka et al., 1998, p. 186). It is closely

related to teamwork (Iftikhar et al., 2023), which refers to “the integration of individuals’

efforts toward the accomplishment of a shared goal” (Mathieu et al., 2017, p. 458).
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Human-AI teaming (HAT) has gained significant attention

over the past years due to the rapid advancement of AI

system’s capabilities, which support their direct implementation

in workplaces (Berretta et al., 2023; Prada et al., 2024). HAT is

believed to facilitate the achievement of complex goals (Kluge

et al., 2021) in effective, safe, and ethical ways (Berretta et al.,

2023; Naser and Bhattacharya, 2023) by leveraging the unique and

complementary strengths of AI and humans in jointly reasoning

about and addressing task challenges.

HAT is particularly crucial in high-sensitivity, critical and

complex domains such as healthcare where solutions are not

straightforward (Berretta et al., 2023). The emphasis on AI

systems has primarily been on task performances rather than

team development process (Prada et al., 2024). However, research

indicates that a team’s collective intelligence is more influenced

by the team dynamics than by the intelligence of its individuals

(Charas, 2015; Woolley et al., 2010). There are mixed perspectives

on whether HAT develops similarly to human-only teams (Prada

et al., 2024; McNeese et al., 2021). Research has shown both

similarities and differences between human-only and human-AI

teams. For example, the iterative development of team cognition

and the importance of communication appear to be similar in both

types of team (Schelble et al., 2022), whereas sharing of mental

models has been inconsistent, and trust in AI team members

was generally lower, with communication quality often worse

compared to human-only teams (Schmutz et al., 2024; Schelble

et al., 2022). Nonetheless, a recent study found that humans tend to

expect AI team members to exhibit human-like behaviors (Zhang

et al., 2021), making traditional human-only teamwork models a

promising starting point for investigating the different stages of

team development in HAT.

Tuckman’s model for team development is one such model

(Tuckman, 1965), extensively studied and applied (Bonebright,

2010). According to this model, team development evolves by

human team members transitioning through stages denoted as

forming, storming, norming, performing, and adjourning (Tuckman,

1965). Forming, storming, and norming stages are arguably the

most challenging and important stages for team development, as

they set the foundation for the team’s trajectory. The storming

stage, characterized by tension and conflicts among human team

members, is considered essential for teams to experience before

they can engage in constructive teamwork (Tuckman, 1965). Thus,

the transitions into and out of the storming stage are vital for

effective team development.

Recent research in human-computer interaction has explored

the introduction and resolution of tensions and conflicts in HAT,

such as in the context of disobedient and rebellion AI (Mayol-

Cuevas, 2022; Aha and Coman, 2017). This research examines

AI systems that prevent and correct human errors by disagreeing

with humans or, instead of complying with human intentions,

fulfill overall goals by performing other sub-tasks (Mayol-Cuevas,

2022; Aha and Coman, 2017). Such disagreements can introduce

tensions and conflicts in HAT, similar to challenges faced during

the storming stage of Tuckman’s model. However, the perception

of these tensions and conflicts in the context of HAT development

is not yet well understood. This is supported by a recent literature

review by Iftikhar et al. (2023) which mapped 101 studies

about HAT to an all-human teamwork framework by Mathieu

et al. (2019), highlighting a lack of research on human-AI team

development in general and particularly on conflict resolution in

HAT development processes. Understanding the stages of HAT

development, including potential conflicts related to it, could

provide insights into how AI systems might best navigate and

support HAT to reach effective human-AI teamwork (Prada et al.,

2024).

The purpose of the pilot study presented in this paper was to

explore the transitions between the first three stages of forming,

storming, and norming from Tuckman’s model in a collaborative

task involving a human and a human-centric agent which we refer

to as agent throughout the rest of the article.

A scenario of HAT development was created in the context

of healthcare, as one of the domains with high relevance for

HAT (Berretta et al., 2023). We based our scenario for HAT

on how a therapist (e.g., occupational therapist or psychologist)

typically engages in a dialogue with a patient to plan activities

for the upcoming week to achieve health-related goals. Following

Tuckman’s first three stages for team development, the patient and

therapist start by getting to know each other (forming) and then

move into a stage where conflicts and friction arise (storming)

(Tuckman, 1965). After overcoming these conflicts, teams become

more productive in performing tasks (norming) (Tuckman, 1965).

We explore the following research questions:

1. In what ways do participants and the agent transition through

Tuckman’s first three stages during the collaborative calendar

planning activity?

2. How do participants experience the collaborative calendar

planning activity with an agent designed to simulate transition

through Tuckman’s first three stages of team development?

To address our research questions we developed an agent

who jointly plans activities with a patient aimed at improving

their health and well-being. The agent may contribute with

motives from a health perspective, mediating some health

domain knowledge. A calendar application embedding an agent

was developed, where the agent was designed to act as a

team member transitioning through the forming, storming, and

norming stages.

We make the following contributions:

1. A system embedding an agent that enacts strategies to support

the development of HAT based on Tuckman’s stages.

2. Insights on how participants transitioned between Tuckman’s

stages of team development and how they experienced the

collaborative calendar planning activity.

3. Insights into how humans perceive conflicts within human-AI

team development stages.

In the following, we describe the theoretical frameworks

(Section 2) foundational to this work and outline the

related work in Section 3. Section 4 introduces the

methodology applied for developing the calendar application

embedding the agent and conducting the empirical

study. The results of the study are presented in Section

5 and discussed in Section 6, followed by conclusions in

Section 7.
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2 Background: theoretical
frameworks

According to Tuckman’s model, teamwork evolves as actors

transition through various stages of team development (Tuckman,

1965). These stages are known as forming, storming, norming,

performing, and adjourning. In the forming stage, the team

familiarizes itself with the task and establishes initial relationships.

After this forming stage, the team transitions into the storming

stage, where conflicts may arise as team members resist the

formation of a group structure. In this stage, emotional responses

to task demands can become evident, particularly in tasks involving

self-awareness and personal change, as opposed to impersonal and

intellectual tasks. Moving into the norming stage, team members

begin to accept each other’s behavior, marking the emergence of a

cohesive team. Finally, in the performing stage, the team optimizes

its structure, resulting in enhanced task completion (Tuckman,

1965). In a revised version of the model, an adjourning stage was

added, which reflects the separation of a team (Bonebright, 2010).

Given the focus of this paper related to HAT transition into and

out of the storming stage, this work specifically studies the three

initial stages (i.e., forming, storming, and norming) of the team

development process.

Activity Theory has evolved over the past 90 years as a

systemic model of human activity that is inherently social in nature

and continuously transforms as humans develop competence and

skills within the social and cultural environment (Vygotsky, 1978;

Kaptelinin and Nardi, 2006; Engeström, 1999). It describes human

activity as purposeful, transformative, and evolving interaction

between actors and the objective world through the use of

mediating tools (Kaptelinin and Nardi, 2006). Cultural-Historical

Activity Theory (CHAT) developed by Engeström (1999) expands

upon this model to encompass social conditions, such as rules

and norms and division of labor or work tasks, within a

collective activity perspective. These components, including actors,

community/team, tools, the object of activity, rules, and division of

labor, form an activity system that generates outcomes. Interacting

activity systems are typically interdependent, where the outcome of

one activity system feeds into another, for example, the outcome

of a design and development process such as an AI-based digital

tool or a more knowledgeable professional returning from an

educational activity.

According to Activity Theory, an activity is conducted

through goal-oriented actions, often structured as a hierarchy

of interdependent tasks (Kaptelinin and Nardi, 2006), where

automated tasks such as communication or movement are

performed without conscious thought. However, contractions can

arise in human activities, leading to conflicts within the actor(s),

within an activity system, and between activity systems. For

instance, a breakdown may occur when a concept is unfamiliar

to an actor during a conversation. These contradictions can

disrupt the activity and must be resolved before the activity

can continue. In such cases, a transformation from one activity

(e.g., task performance of a team) to another activity (e.g., team

development) is necessary, often requiring automated operations

to be brought to a conscious level to address the breakdown

situation. Such transformations are considered the driving force

behind development of the activity, actors and other activity

system components, including team development. Tuckman’s

(1965) model conceptualizes these contradictions that lead to

team development, aligning with and complementing Engeström’s

CHAT. The combination of these two models forms the theoretical

basis for the study presented in this article.

3 Related work

While the concept of HAT has been explored for several decades

(McNeese, 1986), recent years have seen a significant increase in

research on efficient and productive HAT (O’Neill et al., 2022;

Iftikhar et al., 2023). Research closest related to investigating the

stages of team development in HAT—the focus of this study -

primarily explored relevant team characteristics (e.g., their shared

mental models, communication, and trust) as well as human-AI

conflicts within the context of HAT. In this section, we will first

summarize studies related to these two aspects of HAT, outline

our contributions compared to the found literature, followed by

an overview of the application of Tuckman’s model to study team

development among humans as well as how our study adds to this

body of literature.

3.1 Team characteristics in HAT

Research on team characteristics in HAT has examined shared

mental models between humans and AI systems, trust in AI-

teammate and/or human-AI teams, and perceptions of team

communication in HAT. These characteristics were primarily

investigated through experiments comparing different types of

teams (e.g., human-only teams versus human-AI teams), with

evaluations often based on survey data. For example, Schelble

et al. (2022) compared teamwork across three scenarios: a triad

of humans, two humans and an agent, and two agents and

a human, all engaging in a team simulation activity called

NeoCITIES. To evaluate teamwork, the authors compared the

team’s shared mental model using paired sentence comparison and

the Pathfinder network scaling algorithm, as well as perceived team

cognition, performance, and trust using surveys. Findings revealed

similar iterative development of team cognition and importance

of communication across humans-only and human-agent/s teams,

however, human-agent teams explicitly communicated actions and

shared goals. Trust in agent teammates was lower and shared

mental models were less consistent in human-agent teams. Design

implications for improving human-agent teamwork included: (1)

the agent should act as an exemplar early in the teamwork,

demonstrating how to achieve the goal effectively; (2) the

agent teammate/s should provide concise updates on completed,

ongoing, and upcoming actions; and (3) the agent teammates

should clearly and concisely communicate its individual goals at

the beginning of the team formation and emphasize how these align

with the other teammates’ goals (Schelble et al., 2022).

Walliser et al. (2019) conducted two experiments to explore

whether perceiving an autonomous agent as a tool or a

teammate and whether a team-building intervention could

improve teamwork outcomes (i.e., team affects, team behavior,
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team effectiveness). In the first experiment, participants were paired

with either a human or an autonomous agent and performed a task

under different impressions–either viewing the agent as a teammate

or as a tool. Data were collected mainly through surveys capturing

aspects of team affect (e.g., perceived interdependence), team

behavior (e.g., team communication), and team effectiveness (e.g.,

satisfaction). The results showed that perceiving the autonomous

agent as a teammate increased team affect and behavior but

did not enhance team effectiveness. In the second experiment,

the researchers introduced a team-building intervention, which

included a formal role clarification and goal-setting exercise before

task performance. This intervention significantly improved all

teamwork outcomes, including team effectiveness for both human-

only and human-autonomous agent teams.

Taken together, existing research on team characteristics in

HAT primarily focuses on comparing human-only and human-AI

teams in terms of relevant team characteristics through quantitative

(quasi-)experimental study designs, mainly using survey data.

While the results of these studies provide valuable new knowledge

on differences between team types, they do not provide in-depth

knowledge on how stages of team development in HAT may

evolve and be perceived. Our study addresses this gap through

qualitative interviews, which are often used to gain in-depth

understanding and are particularly useful for generating knowledge

in underexplored areas (Iftikhar et al., 2023; Prada et al., 2024), such

as the one investigated in this paper.

3.2 Human-AI conflicts in HAT

Research on conflicts in HAT has mainly focused on differences

in the number of conflicts and the effects of conflict resolution

across different types of teams (i.e., human-only teams vs. human-

AI teams). For example, McNeese et al. (2021) explored team

situation awareness (TSA) and team conflict in human-machine

teams operating remotely piloted aircraft systems (RPAS) where

they needed to photograph critical way-points and overcome

roadblocks. Teams composed of members taking over the role of

a pilot, navigator, and photographer were tested in three team

compositions: all-human teams, teams with a synthetic agent as

the pilot, and teams with a experimenter simulating an effective

synthetic pilot with all other team members being humans. The

task involved RPAS navigation and communication through text.

Data for TSA were captured via a task-specific measure (i.e., the

proportion of roadblocks per-mission that needed to be overcome,

team interaction across the team members), and teams’ conflicts

between photographers and navigators were measured via the

numbers of conflicts obtained from text analyses. Results showed

that TSA improved in synthetic and experimenter teams but

remained unchanged in all-human teams, which also experienced

the highest number of conflicts. The study concluded that effective

synthetic agents could enhance TSA and reduce conflict, improving

overall team performance.

Jung et al. (2015) aimed to explore whether robot agents

could positively influence team dynamics by repairing team

conflicts through emotion regulation strategies during a team-

based problem-solving task. The teams, consisting of humans

and the robot agent, were subject to conflicts introduced by

a confederate through task-related and personal attacks. The

robot agent, using Wizard of Oz, suggested common emotional

regulation strategies to help repair these conflicts. Four different

scenarios were compared: task-directed attacks repaired by the

robot agent, task-directed attacks not repaired, task-directed and

personal attacks repaired by the robot agent, and task-directed

and personal attacks not repaired. Data on team affect, perceived

conflict, and the confederate’s contribution were captured via

surveys. The outcome on team performance was captured via a

task-specific measure (i.e., number of moves the team made within

10 min). Results revealed that the robot agent’s repair interventions

heightened the group’s awareness of conflict after personal attacks,

counteracting humans’ tendency to suppress conflict. This suggests

that robot agents can aid in team conflict management, by making

violations more salient and enhancing team functioning. The study

indicates that agents can effectively contribute to teamwork by

addressing conflicts, which is an important subject for further

research and a focus of our study.

In summary, similar to current studies on team characteristics

in HAT, research examining human-AI conflicts within HAT

are mainly of quantitative nature, lacking a qualitative approach

which can help examine human’s subjective interpretations and

experiences of HAT, which our research study presented in this

paper aims to address. Additionally, the studies we found are not

fully grounded in theories on team conflicts or team development

and mainly view conflicts as negative. In our presented study,

we are integrating well-established models and theories (i.e.,

Tuckman’s model for team development and Activity Theory), to

help understand and interpret findings. Compared to prior studies

and aligned with the integrated model and theory, we approach

conflicts in our research study as “opportunities” to learn and

develop (Tewari and Lindgren, 2022) rather than the traditional

view of errors and problems.

3.3 Application of Tuckman’s model

Tuckman’s theory of team development focuses on

understanding the stages human-only teams go through in

therapy groups, human relations training groups, and natural and

laboratory task groups (Tuckman, 1965). Tuckman’s theory has

been widely applied in various settings, including organizations

(Miller, 2003) and classroom (Runkel et al., 1971). For example,

Sokman et al. (2023) examined students’ perception of Tuckman’s

stages and the relationships between the storming stage and all

other stages. They found that despite teams’ uncertainties during

the forming, storming, and norming stages, participants worked

toward a common goal during the performing stage. Additionally,

their results revealed that the storming stage positively impacted

the forming and norming stages (Sokman et al., 2023).

Despite the common use of Tuckman’s theory to understand

and interpret the formation of human-only teams, to our

knowledge, there is a lack of research applying Tuckman’s

(1965) model to HAT development, particularly in the context of

supporting human health and wellbeing. Therefore, the present

study provides new knowledge on HAT across the three stages of
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Tuckman’s model: forming, storming, and norming. Furthermore,

this study provides findings on how human-agent collaboration

evolves as part of a collaborative calendar planning activity aimed

at improving a patient’s health and wellbeing.

4 Methodology

The study was conducted within an interdisciplinary research

context, focusing on health-promoting activities and health

behavior change interventions. The chosen collaborative activity,

where a purposefully designed agent collaborates with humans to

plan activities for their upcoming week to achieve their health-

related goals, holds relevance across several domains. For example,

in occupational therapy and psychology, it is common practice

to integrate meaningful activities to aid recovery from stress and

promote a balanced, healthy lifestyle, such as for healthy aging

and individuals with mental health challenges (Patt et al., 2023;

Aronsson et al., 2024). Furthermore, addressing the general need

for health behavior changes to prevent cardiovascular incidents is

another relevant focus, directly tied to everyday choices of activities.

Based on the theoretical framework, specified in the

Background Section 2, and occupational therapy concepts

and theory, we developed a use case scenario (Section 4.1), for

which the activity and its components were defined, as well as the

conditions for the activity.We used a participatory design approach

(Bødker et al., 2022) to develop the agent and the collaborative

calendar planning activity (i.e., the calendar application), as

detailed in Section 4.2. Section 4.3 presents the algorithm that

guides the agent’s behavior and decision-making, while Section 4.4

describes the resulting system.

This study employs a qualitative descriptive study design,

which is commonly used for examining participants’ perception

of an application or intervention (Doyle et al., 2020). Section

4.5 describes participant recruitment and demographics, while

Sections 4.6 and 4.7 detail data collection and analysis.

4.1 Design of use case scenario

We envisioned the activity in our use case scenario as a

collaboration between a human and an agent that takes on roles

such as assistant, therapist, or companion. The activity would

incorporate a systemwith a graphical user interface (GUI), allowing

the person to define and create activities they aim to conduct

during the week, as well as log these activities for future reference.

Additionally, the system would integrate the agent and methods for

communication with it. Potential use contexts include monitoring

stress through recovery activities and promoting health behavior

change by incorporating meaningful health-related activities, such

as social and physical activities, especially among older adults or

people with mental health challenges, to prevent loneliness and

improve their mental and physical health.

To conceptualize this activity, we defined the collaborative

calendar planning activity according to Activity Theory

(Engeström, 1999) as illustrated in Figure 1. The selected

activity was intentionally kept generic to ensure broad relevance.

The activity in focus was: “Plan the coming week using a set

of activities meaningful to the human that includes health-

promoting activities.” Both involved actors (i.e., the human and the

collaborative agent) had an equal influence on the activity process

and outcome, with the activities and schedule being personally

relevant to the human.

The tools available to the actors for the task were (i) a

repository of activities of different types, which have different

purposes and levels of importance defined based on an ontology

of activity (Lindgren and Weck, 2022) that was developed based

on Activity theory (Engeström, 1999), and (ii) a text and/or voice-

based communication channel. Further, their space to perform the

activity consisted of a calendar view displaying days and time slots.

The actions that they could perform were the following:

(i) propose to add an activity and provide a rationale; (ii)

add the activity to a calendar; (iii) remove an activity from

the calendar, explain the reason; and (iv) communicate to

coordinate motivations.

The following division of tasks was applied: (i) an actor

proposes to add an activity – by adding it to the calendar; (ii)

the agent asks the human to explain why they added that specific

activity; (iii) the other actor either accepts or rejects the proposal;

and (iv) the agent asks the human to explain why they did not

approve of the agent’s proposed activity.

The conditions for acting were the following: (i) they need to

take turns; (ii) they need to decide whether to add a new activity

or remove the other actors’ proposed activity; and (iii) the activity

is completed when it has reached the norming stage as defined in

the implementation.

We focused on the actors’ knowledge as a crucial tool for the

activity, identifying specific and generic knowledge domains as

potential sources of contradictions that could lead to breakdown

situations. The specific knowledge domain in our scenario is

specific to the task and relates to health, preventing stress-

related conditions, and recovery activities which informed the

agent’s motives for proposing certain activities. The generic

knowledge relates to what is sometimes called common sense

knowledge, or tacit knowledge that is typically not explicit in

dialogues. In our scenario, the agent was expected to have

a generic understanding of components in the “environment”

and “activity and participation” domain of the International

Classification of Functioning, Disability, and Health (ICF)

(WorldHealthOrganization, 2001).More specifically, this included

an understanding of time over day/night, days of a week (we denote

this the time space); language-based interaction (we refer such

knowledge to the cognitive space); social aspects when multiple

agents interfering with/contributing to a task (falls into the social

space). The social aspects that we pursued in this study are related

to collaboration and the development of teamwork, specifically,

the behavior that manifests in the forming, storming, and norming

stages. To accomplish this, the components of the activity system,

including the notion of contradictions, were applied.

The cognitive and social spaces were specified within dialogue

scenarios. The cognitive space included the division of tasks and

the conditions for acting. The social space embeds the cognitive

space with the effects of tasks that the actors perform under specific

conditions. Figure 2 illustrates one such dialogue scenario, where

the social space is mapped out to show Tuckman’s three stages:

forming (highlighted in yellow), storming (in red), and norming
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FIGURE 1

Representing the collaborative calendar planning activity as Engeström’s Activity System.

(in green), along with the transitions from forming to storming (in

orange) and storming to norming (in blue). The actors perform

their respective tasks and remain within a stage until a threshold

is reached. For example, in the storming stage, the agent keeps

rejecting the human’s proposed activities and proposes previously

declined activities until the human has either accepted or rejected

the activities for a certain amount of time.

4.2 Designing the system for collaborative
planning

We followed a participatory design approach to design and

develop the system that embeds the agent for the collaborative

calendar planning activity. In a participatory design process,

stakeholders, including potential end users, designers, engineers,

and researchers, work collaboratively together to explore,

understand, develop, and reflect on prospective digital technologies

(Bødker et al., 2022). In our case, this consisted of three consecutive

phases: Phase 1 involved specifying the use case, phase 2 involved

designing dialogue scenarios and developing the prototype,

and phase 3 involved iterative refinement of the prototype and

designing of the study.

Phase 1: We specified the use case during research meetings

engaging several stakeholders: a junior AI researcher with lived

experience as a long-term patient, an occupational therapist

researcher with prior clinical experience, and a senior AI researcher

with a background in clinical occupational therapy.

Phase 2: In separate research meetings, two stakeholders

(i.e., the AI researcher with lived experience and the occupational

therapist researcher) collaborated to draw the calendar planning

activity scenario on a whiteboard, develop dialogue scenarios,

and refine these scenarios by role-playing the calendar planning

activity using paper and pen. The involved stakeholders discussed

and finalized the calendar planning activity and the dialogue

scenarios, which were then drawn on the whiteboard. Following

this, the AI researcher with lived experience and the occupational

therapist researcher held four additional meetings, during which

they collaboratively drew, discussed, and finalized the dialogue

scenarios using the draw.io1 software (see Figure 2). Based on these

finalized scenarios, the junior AI researcher developed a prototype

application in Android Java.

Using the developed dialogue scenarios for the calendar

planning activity as a foundation, the involved stakeholders

discussed an algorithm, which was collaboratively finalized by the

junior AI researcher and the occupation therapist researcher.

Phase 3: The AI researcher then refined the prototype

application, integrating the developed algorithm and the finalized

dialogue scenarios for the calendar planning activity. After five

rounds of pilot testing the application with research team members

and two additional potential end users, the AI researcher refined

the prototype design and functionalities based on the received

1 https://app.diagrams.net/
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FIGURE 2

One of the dialogue scenarios illustrating the three stages—forming, storming, and norming along with transitions to the storming and norming

stages.

feedback. The designed study where participants as potential end

users engage with our developed prototype and provide reflections

on their experiences and perceptions of the collaborative calendar

planning task is detailed in Section 4.6.

4.3 Algorithm

We implemented the developed algorithm as a finite state

machine, as illustrated in Figure 3. A finite state machine is a

reactive system that operates through a series of states. It transitions

from one state to another in response to an event, provided that

the conditions controlling the transition are met. As illustrated in

Figure 3, the group of states represents the stages (i.e., forming,

storming, and norming) and the transitions between them. Actions

and conditions trigger the transitions with and between the stages.

Our finite state machine consists of eight states (S0 −

S7). Transitions between these states are triggered by specific

conditions. These conditions consist of human input represented

by Hn and a counter represented as Cm. There are four kinds of

actions (i.e., representing events) a human can perform: (1) human

proposes an activity Hproposes, (2) human likes the agent’s proposed

activity Hlikes, (3) human dislikes the agent’s proposed activity

Hdislikes, and (4) human provides a reason for proposing a new

activity or disliking an activity proposed by the agentHprovidesReason.

There are five counters (C1−C5) that are used in the conditions

with the two human inputs Hlikes and Hdislikes to guide the agent’s

behavior and determine when the human-agent team transitions

through Tuckman’s first three stages for team development, namely

from the forming to the storming and from the storming to the

norming stage. Each counter is further explained in the following

sub-sections.

There are five kinds of actions the agent can perform: (i) the

agent asks why the human chose a particular activity AasksWhy,

and proposes an activity Aproposes; (ii) when the human likes the

activity proposed by the agent, the agent says, ‘Great that you

liked my proposed activity’ AsaysGreat and tells them it is their

turn to add an activity Atells; (iii) when the human dislikes the

activity proposed by the agent, the agent asks why they did

not like the activity AasksWhyDislike, removes the activity that the

human disliked Aremoves, and tells them it is their turn to add an

activity Atells; (iv) when in storming stage, the agent removes the

activity proposed by the human Aremoves, provides a reason why

it is removing the human’s proposed activity AprovidesReason and

proposes a previously removed activity AproposesPreviousActivity; and

(v) when the human keeps disliking the agent’s proposed activity,

the agent highlights that there is a persistent disagreement between

them. The agent asks why the human keeps rejecting the activities

it is proposing AasksWhyKeepRejecting and removes the activity the

human disliked Aremoves.

State transitions are triggered given one or more conditions.

These transitions are designed to reflect the first three stages of

team development by Tuckman (1965). Figure 3 shows transitions

to storming and norming stages, both human and agent-

initiated ones. These transitions are further described in the

following sections.

4.3.1 Forming stage
The finite state machine represents the forming stage with

transitions from S0 → S1 and S1 → S0 (highlighted in

yellow in Figure 3). It is initiated by the human proposing an

activity Hproposes (action 1). The agent responds by asking why

the human chooses that activity and then proposes a new one for

the calendar AasksWhy, Aproposes (i.e., performs action i), leading
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FIGURE 3

State machine diagram representing the collaborative calendar planning activity. The colors yellow, red, and green represent forming, storming, and

norming, respectively, while orange represents the transition from forming to storming, and blue represents the transition from storming to norming.

The gray color represents the end of the interaction.

to the transition S0 → S1. The transition S1 → S0 happens

regardless of whether the human likes or dislikes the agent’s

proposed activity as long as the thresholds C1 or C2 have not

been reached. When the human performs action 2 (Hlikes), the

agent responds with action ii (AsaysGreat , Atells). If the human

performs action 3 (Hdislikes), the agent responds with action

iii (AasksWhyDislike, Aremoves, Atells). For both cases, the human

performs action 4 (HprovidesReason).

4.3.2 Transition to storming stage
The finite state machine represents the transition from the

forming to the storming stage with the transition S1 →

S2 (highlighted in orange in Figure 3). A transition happens

if the human likes the agent’s proposed activity Hlikes (i.e.,

performs action 2) and the counter C1 value is greater

than or equal to the threshold C1 ≥ threshold. Then the

agent performs action ii (AsaysGreat ,Atells). A transition also

happens if the human dislikes Hdislikes the agent’s proposed

activity and the counter C2 is greater than equal to the

threshold C2 ≥ threshold. The agent performs action iii

(AasksWhyDislike, Aremoves, Atells).

4.3.3 Storming stage
The finite state machine represents the storming stage with the

transitions S2 → S3 and S3 → S2 (highlighted in red in Figure 3).

When in S2, the human proposes an activity Hproposes (action

1), the agent removes the human’s proposed activity, provides a

reason why it did so, and proposes a previously removed activity

(action iv) (Adislikes, AprovidesReason, AproposesPreviousActivity). The state

transitions to S3. In S3, the human may like (perform action 2,

Hlikes) or dislike (perform action 3, Hdislikes) the agent’s proposed

activity. The finite state machine loops until the thresholds for

C3 or C4 have been reached. If the human performed action

2, the agent performs action ii (AsaysGreat , Atells). If the human

performed action 3 (Hdislikes), the agent performs action iii

(AasksWhyDislike, Aremoves, Atells).

4.3.4 Transition to norming stage
The transition from the storming to the norming stage is

represented by the transition S3 → S7. This transition happens

when the human performs action 3, and the counter C3 is greater

than or equal to the threshold. The agent performs the action v

(AasksWhyKeepRejecting , Aremoves). The transition S3 → S4 happens

when the human likes the agent’s proposed activity (action 2), and
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the counter C4 is greater than or equal to the threshold. This stage

is highlighted in blue in Figure 3.

4.3.5 Norming stage
The norming stage is represented by transitions S7 → S5,

S4 → S5, S5 → S4 (highlighted in green in Figure 3). When the

human performs action 1 (Hproposes), the agent performs action i

(AasksWhy, Aproposes) and transitions from S7 or S4 to S5 happens.

The transition from S5 to S4 happens when the human performs

action 2 or 3, and the counter C5 has not reached the threshold.

Corresponding to the human’s action 2, the agent performs action

ii (AsaysGreat , Atells), and when the human performs action 3, the

agent responds by action iii (AasksWhyDislike, Aremoves, Atells).

4.3.6 Ending
The calendar planning activity ends, and the finite state

machine makes the transition S5 → S6 (highlighted in gray in

Figure 3). This state is reached when the counter C5 is greater than

or equal to the threshold and regardless of the human’s actions.

4.4 Collaborative planning system with an
agent and a calendar

The finite state machine algorithm was developed for a tablet

and implemented as an Android application in Java. We chose a

tablet as the application interface for our research study because

its large screen provides enough space to display the weekly

calendar view, allowing participants to comfortably interact with

the application. The application comprises four main modules,

as illustrated in Figure 4: a Graphical User Interface (GUI), a

controller, a finite state machine, and persistence modules.

The GUI includes the agent and two spaces for interaction:

the communication space (the dialogue) and the activity space

(the calendar and a repository of activities, Figure 5). The agent

is represented as a robotic figure on the GUI, giving it some level

of character and agency. The list of activities with the drag-and-

drop functionality is displayed on the left side of the calendar.

The calendar was developed using the Android library available at:

https://github.com/alamkanak/Android-Week-View. The weekly

view of the calendar can be scrolled both horizontally and vertically.

At the top right of the interface, there is the option to save the

activity information locally on the device (persistence).

The Controller is the main module of our prototype,

responsible for managing the addition and removal of activities,

the interaction between the human and the agent, and handling the

added and the removed activities in the persistence. The controller

allows the agent to propose an activity, remove an activity, and

have dialogues with the human. The controller also allows the

human to add an event either by dragging and dropping or by long-

pressing an empty time slot on the calendar. The controller enables

the persistence of information related to added and removed

activities. The functions of the controller are used to define the

finite state machine.

The State Machine Builder implements the algorithm that

simulates Tuckman’s first three stages of team development:

forming, storming, and norming. The finite state machine governs

the agent’s behavior and the interaction between the agent and

the human.

The Persistence Service manages the persistence of information

related to added and removed activities. The information consists

of the activity’s name, added or removed (boolean values),

timestamp, who added it, the start and end time of the activity,

and the reason provided by the actors behind adding or removing

the activity. The output is a comma-separated file stored locally on

the tablet.

4.4.1 Human-agent interaction
The human and the agent take turns when conducting the

planning task in the calendar. The human starts by reading the

instructions provided by the agent, then selects and adds an activity

to the calendar. This can be done by dragging and dropping an

activity from a provided list in the application (Figure 5) or by

long-pressing on an empty slot in the calendar.

When it is the agent’s turn, the agent asks the human why

they chose to add that particular activity (i.e., it asks the question

Why did you choose to add “x”?). The human can write or use the

built-in speech-to-text function on the tablet’s keyboard to answer.

Once the human provides their reason, the agent acknowledges

it and then takes its turn to propose an activity by adding it to

the calendar. The agent then asks if the human likes or dislikes

the activity it proposed. The human responds whether they like or

dislike the proposed activity by pressing either the happy face or

sad face buttons provided with the question. If the human dislikes

the agent’s proposed activity, the agent asks the human to provide a

reason for their dislike (Figure 5).

4.5 Participants

We recruited participants through convenience sampling with

a focus on reaching diversity among participants. A total of eight

(8) participants agreed to participate. Participants’ age ranged from

20 to 71 years with a mean of 33 years 10 months (SD = 19 years

8 months). Three of the participants identified as male, and five

as female. Four of the participants had a high school/secondary

degree, three had a master’s degree, and one had a doctorate degree

at the time of the study (see Table 1).

4.6 Procedure and data collection

To explore how participants, representing potential end users,

experience and react to the collaborative calendar planning task

and the integrated stages of Tuckman’s (1965) model, and to

engage them in further design of the collaborative agent, we

conducted a pilot study using a qualitative descriptive study design.

Ethical approval was obtained through the Swedish Ethical Review

Authority (Dnr 2019-02794).
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FIGURE 4

The modules of the calendar planning application.

Participants were informed about the research study and

its purpose. After agreeing to participate, they were invited to

a scheduled session, where they provided informed consent,

completed the demographic questionnaire, and engaged in the

collaborative calendar planning activity using an Android tablet.

Data about participants’ transitions through Tuckman’s team

development stages were collected by logging the interaction events

in a database and recording the tablet screen during the task

(research question 1). The collaborative calendar planning task

involving the human and the agent took between 8 and 23 min.

Captured data points included data on agents’ and humans’

moves, such as activity proposals by the human and agent,

whether the human or agent agreed or disagreed with the

proposal, and whether an activity was deleted. Data about

Frontiers inComputer Science 10 frontiersin.org

https://doi.org/10.3389/fcomp.2024.1455903
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Kaelin et al. 10.3389/fcomp.2024.1455903

FIGURE 5

The application’s graphical user interface is composed of the agent, a communication space, and an activity space with an activity list and a calendar.

participants’ experiences of the collaborative calendar planning

task and the agent’s behavior embedded in the different stages

and their design proposals were collected through semi-structured

interviews lasting between 14 and 25minutes (research question 2).

The interviews were conducted by two of the authors with prior

experience in conducting semi-structured interviews. They were

audio-recorded and transcribed verbatim.

4.7 Data analysis

Data analysis regarding participants’ transitions through

Tuckman’s team development stages is described in Section 4.7.1

(research question 1). The analysis of the transcribed interview data

on participants’ experience of the designed collaborative calendar
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TABLE 1 The table shows the participants’ demographic information.

Participant Age
(years)

Gender Educational
background

P1 20 Male High school/Gymnasium

P2 71 Female Master (MSc, MA)

P3 22 Female High school/Gymansium

P4 28 Female Master (MSc, MA)

P5 25 Male Master (MSc, MA)

P6 24 Male High school/Gymansium

P7 21 Female High school/Gymansium

P8 59 Female Doctorate (PhD, ScD)

planning activity and the embedded stages of Tuckman’s model is

detailed in Section 4.7.2 (research question 2).

4.7.1 Participants’ transition through Tuckman’s
first three stages

To examine participants’ transition through team development

stages (research question 1), we fetched data on the agent’s

and participant’s moves and summarized them for each stage

(i.e., forming, storming, and norming stages). In addition, we

determined whether the human or the agent initiated the transition

into the storming and the norming stage. This was done by

determining which threshold triggered the transition. Specifically,

we considered the transition into the storming stage as human-

initiated if it was triggered by reaching thresholdC2, which includes

the human disagreeing with the agent’s proposals at least or

equal to 2. If the human kept agreeing with the agents’ proposal,

the storming stage was considered as agent-initiated when the

threshold C1 = 4 was reached. Similarly, we determined the

transition to the norming stage to be human-initiated if the human

agreed with the agents’ proposal at least or equal to 2 times (i.e.,

reaching the threshold for C3), despite the agent removing all

activities added by the human during this stage. An agent-initiated

norming stage was determined as such when the human kept

disagreeing with the agents’ proposal during the storming stage

(threshold C4 = 2). Finally, we reported on the number of activities

the human and the agent added in the final scheduled week.

4.7.2 Participants’ experiences of the
collaborative activity

The qualitative data about participants’ experience of

collaboration with the agent (research question 2) was analyzed

using inductive content analysis (Elo and Kyngäs, 2008). First,

one researcher with prior experience in inductive content analysis

carefully read and re-read the transcript with participants’

responses line-by-line. Then, notes denoting “condensed meaning

units” were added alongside the corresponding narratives in the

transcripts. Together with a second researcher serving as a key

informant, we refined “condensed meaning units” and grouped

similar “condensed meaning units” into sub-categories. Through

an iterative process, we added, adjusted, and compared sub-

categories to ensure their distinctiveness. In the final abstraction

phase, we consolidated sub-categories into categories and grouped

these into main categories. We selected and extracted quotes

to exemplify our categories and main categories and drafted

a report of the findings on the participants’ experiences of the

collaborative activity.

5 Results

The results are organized as follows. To address the first

research question, we report on participants’ transition through

the stages of team development. For the second research question,

we present findings related to participants’ experiences of the

collaborative calendar planning activity, embedding an agent

guiding participants through the three first stages of Tuckman’s

team-development process. Findings related to both research

questions are further described in the following sections.

5.1 Participants’ transition through
Tuckman’s first three stages

All participants transitioned through the three stages “forming,”

“storming,” and “norming,” based on how the staging was

implemented.

Seven participants initiated the storming stage themselves by

reaching the threshold C2, and only for one participant (P2) did the

agent initiate the storming stage when the thresholdC1 was reached

(see Figure 6). The transition to the norming stage was more often

initiated by the agent (i.e., for five participants), and only three

participants initiated the norming stage themselves.

The participants added between eight and 11 activities, with

P4 adding the highest number of activities (n = 11), while P3,

P7, and P8 each added eight activities to the calendar. At the

end of the interaction, there were more activities in the calendar

created by the participants compared to those added by the agent,

with P5 showing the largest difference and P8 the smallest across

participants (see Figure 7).

5.2 Participants’ experiences of the
collaborative activity

The content analyses revealed three main categories related

to participants’ experiences of the collaborative calendar planning

activity: (i) participants’ experiences of Tuckman’s first three stages

for team development; (ii) their reasoning and reactions to the

agent’s behavior in the three stages; and (iii) factors important to

the participants to team up with a collaborative agent. Findings

related to the three main categories are further described in the

following sections.
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FIGURE 6

Illustrating who (agent or participant) initiated the storming and norming stages based on our designed algorithm guiding teamwork in the

collaborative calendar planning activity. In addition, it indicates which participants recognized all three stages, including the transition into the

norming stage.

FIGURE 7

The number of activities remaining in the calendar at the end of the activity, created by the participants and the agent.

5.2.1 Participants’ experiences of Tuckman’s first
three stages for team development

Three categories were identified related to participants’

experiences of Tuckman’s first three stages for team development,

each of them representing one stage: (1) Forming stage:

Familiarization with the agent, (2) Storming stage: Irritation and

frustration, and (3) Norming stage: Agent becoming more helpful.

In the following sections, findings relating to these categories

are presented.

Forming Stage - Familiarization with the Agent: The first

stage (i.e., the forming stage) was characterized by participants’

perception of a friendly atmosphere, such as feeling like the agent
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was “nicer in the beginning” (P3). Participants felt valued by the

agent and appreciated that it asked for their opinion, illustrated by

P4: “in the beginning [the agent was taking] into consideration my

input. So, he [the agent] was asking me, why did you not like, why

I put this.”

Participants also experienced uncertainty during this initial

stage, feeling that they did not yet know the agent and that the

agent did not yet know them. More specifically, they felt like they

lacked knowledge about each other’s goals and were unsure of

where they were going as a team. P4, for example shared “where

we’re going, I don’t know;” and P5 mentioned “initially I was a bit

confused.” P2 described an initial irritation because she expected

to complete the calendar planning activity by herself rather than in

close collaboration with the agent, resulting in an initial hesitation

with respect to collaborating with the agent: “I thought it was my

activities, not the agent’s activities. [...] I wanted to make my own

day. [..]. That was, I didn’t realize that in the beginning, that he [the

agent] would suggest [activities, too]” (P2).

Storming Stage - Irritation and Frustration: This second stage

(i.e., the storming stage) was characterized by participants being

surprised, irritated, and, after a while, frustrated by the agent’s

behavior. Participants did not expect the agent to interfere with

their planning as much as it did, including deleting activities they

had added. P3, for example, expressed this surprise as “I’m adding,

and then you’re adding, and then I noticed it [the agent] would say

no as well.”

Over time, and particularly when the agent started to delete

activities that were meaningful to the participant, they felt

frustrated. P7, for example, mentioned: “I got a bit frustrated. I’m

like, why do you do that? I want to do it” and P3 shared: “I was like

really not okay it [the agent] did take away [that activity]”. Some

participants realized that the storming stage was initiated by their

disagreement with the agent. As P2 noted: “he [the agent] didn’t like

that I disliked.” For some participants, this felt like a power shift, as

described by P3: “It felt a bit like we were 50–50 in the beginning,

and then we started to be a bit more like, [...] I say no, okay, then

they [the agent] have to say no to me as well.”

Norming Stage - Agent Becoming More Helpful: Although

the algorithm was designed to ensure that all participants

transitioned through the first three stages of Tuckman’s model

for team development, only three participants (P1, P2, and P6)

described experiences related to all three stages when sharing their

perceptions of the team development process with the agent. All

other participants described only the first two stages (i.e., forming

and storming). The three participants experiencing a norming

stage described it as an improvement in the agent’s behavior, in

the sense that the agent was better and more helpful toward the

end. P1, for example, mentioned, “In the end, I find the agent

more cooperative.”

5.2.2 Participants’ reasoning and reactions to the
agent’s behavior in the three stages

Two categories emerged related to participants’ reasoning and

reactions to the agent’s behavior in the three stages of Tuckman’s

model for team development: (1) Reasoning about the stages,

and (2) experiencing a transitioning or no transitioning from

the storming stage. Findings related to these two categories are

described in the following sections.

Reasoning about the stages: Participants mainly reasoned and

reflected about the storming stage and the disagreement they

had with the agent. Even though “annoying,” as P2 described,

most of the participants perceived the disagreement not only as

negative. They mentioned how disagreements with an agent could

be helpful and even needed for personal development. For example,

P3 shared: “if [the agent] would just agree with me all the time, I

don’t see the purpose of using it [the agent] maybe as much.” Some

participants mentioned how disagreements between agents and

humans might be needed for behavioral change among humans;

as described by P3, “it challenges you to think in a different way

and have a perspective, kind of.” Another participant compared the

disagreement with the agent to disagreements she had encountered

in the past with other humans and reflected how they might relate:

“Sometimes you prefer a type of interaction, but you need another

type of interaction” (P4).

Perceived transitioning or not transitioning from the storming

stage: Although the algorithm that guided the agent’s behavior

was built in order for all participant-agent teams to transition

through the forming, storming, and norming stages, the interviews

indicated that participants perceived the transition from the

storming to the norming stage in two ways: participants

either experienced a transition beyond the storming stage, or

they perceived their participant-agent team to remain in the

storming stage. Participants who experienced a transition beyond

the storming stage described a clear norming stage, whereas

participants not experiencing a transition from the storming stage

stayed in the storming stage for the remainder of the collaborative

calendar planning activity. This was independent of how they

reasoned about the importance of disagreements. Transitioning

from the storming stage was indicated by participants when

they reasoned about why the agent may have had its reason

for what it did and that the agent’s ideas could be helpful, too.

For example, P6 shared: “I was fine with that, maybe because

he [the agent] had other intentions, maybe looking out for not

to get overtrained or something like that.” Other participants

reflected on the transition, realizing the benefit of having an

agent providing an additional perspective as P2 explained: “he

[the agent] was kind of questioning my, my, then after a while

when I realized that it’s, it could be helpful, then he [the agent]

became an assistant instead, less annoying because I had made my

plan and then, it changed there because I thought, but I haven’t

thought about those things. It was helpful.” When participants

stayed in the storming stage, they kept being frustrated with

the agent, which resulted in a disruption of the collaboration

or HAT, as exemplified by P5, who expressed that he gave up

on the collaboration with the agent: “At some points I was

like, okay, let me just do my things and let me just figure it

out myself.”

5.2.3 Factors perceived as important for
human-agent teamwork

We identified two categories related to factors participants

perceived as important for human-agent teamwork: (1)
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Preferring being in the lead, and (2) Factors for personalization.

Findings related to these two categories are detailed in the

next sections.

Preferring Being in the Lead: Most of the participants (5/8) felt

they were in the lead during the collaborative calendar planning

task and preferred it that way. One participant (P1) experienced a

shift where the agent took the lead toward the end but still felt in

charge of the overall task. Another participant (P5) mentioned that

he would delegate the entire task to an agent if it was capable of

understanding his needs and goals and said, “If I feel like the agent

understands me, I am more likely and willing to give the planning

to the agent.”

To accommodate for human spontaneity while planning,

participants suggested that the agent should prepare a plan and

then get it adjusted by the human. One participant reflected on

the usefulness of the agent providing feedback on the proposed

activities of the human. Another participant (P7) reflected on how

the agent needed guidance but was not complying. The participant

said “I had to lead him [the agent] a bit, but he [the agent] didn’t

really listen.”

Factors for personalization: Participants specified person-

specific and context- or task-specific factors important for an agent

to capture in order to collaborate effectively. Some participants

also reflected on mechanisms such as machine learning and

recording sensor data that need to be embedded in an agent for

a personalized experience.

The person-specific factors identified in the analysis were

categorized into physical, and mental/ psychological factors.

Physical factors reflected by the participants related to the amount

of sleep and energy levels. One participant commented on how

the agent could help the person organize their activities so that

she could get enough sleep during the night. This could mean not

schedulingmany activities later during the day, as said by P7: “Then

he [the agent] could help like, but if you plan this like this and

tomorrow morning you want to get up at six, you won’t have your

full amount of sleep.” Specific to mental/psychological factors were

the knowledge of how the person’s mood was, how activities made

them feel, and whether they were motivated to achieve their goals.

One participant (P3) differentiated the approach that an agent

could take depending on a person’s motivation and said, “if you’re

not super motivated to change [...] then you would need a little bit

[of a] nicer approach vs., I’m super determined to do this now, then

you need a good push.”

Context- or task-specific factors included adapting activities

based on a person’s family life, the flexibility of their work

schedule and daily routines, and having a general sense of their

plans. Additionally, it involved developing knowledge about the

collaborative task. Several participants suggested that the agent

could have a repertoire of activities that a person usually performs.

Two participants emphazised that the agent could be programmed

with knowledge of the person’s usual planning style (i.e., whether

they plan on a daily or weekly basis). Information about routine

activities and those that a person likes to do were considered

important for an agent to know to collaborate in a calendar

planning activity, as indicated by P4: “What I like what my daily

routine is like when I wake up when I usually go to work when

I usually do something like an activity after work or what I like

maybe like my preferences.” Participants also suggested that the

agent could have activity categorizations such as physical, social,

happy, relaxing, and self-care.

6 Discussion

The development of human-AI collaboration is a grand

research challenge, as noted by various authors such as Crowley

et al. (2022) and Nowak et al. (2018). In this study, we

applied Tuckman’s theory for team development among humans

(Tuckman, 1965) and Activity Theory (Vygotsky, 1978; Engeström,

1999; Kaptelinin and Nardi, 2006) to explore stages of human-

agent team development during a collaborative calendar planning

activity. This collaborative activity facilitated equal collaboration

and represents an activity that is commonly performed in

rehabilitation settings like occupational therapy or psychology.

In this section, we discuss our results on participants’ transition

through Tuckman’s stages of team development and participants’

experiences collaborating with the agent during the collaborative

calendar planning activity. Then, we discuss some strengths and

limitations of our study, and end with the conclusions of this study.

Our results revealed that seven out of eight participants went

through a human-initiated storming stage, whereas the norming

stage was agent-initiated in five cases and human-initiated in three

cases. Regardless of whether stages were initiated by the human

or agent, all participants reported similar experiences related to

the forming and storming stage, which aligned with Tuckman’s

team development theory (Tuckman, 1965; Bonebright, 2010). The

forming stage was characterized by uncertainty, such as related to

each other’s goals, while the storming stage was marked by feelings

of surprise, irritatation, and frustration, mainly due to the agent

deleting activities that participants had added.

Interestingly, only three participants described and, thus,

recognized a transition to the norming stage despite the agent

being designed to support this transition for all participants. The

remaining five participants appeared to stay in the storming stage

until the end of the collaborative calendar planning activity, even

though the agent had progressed to the norming stage. In other

words, these five participants may not have been able to transition

out of the storming stage as intended for the human-agent team by

design. This result could be explained by the short time allocated

for each stage, which may not have provided sufficient time for

the human and the agent to resolve conflicts and transition to the

norming stage. Alternatively, this result may indicate a need for

more explicit conflict management between the human and the

agent. This is supported by the fact that all three participants who

described a transition to the norming stage, and thus described

all three stages, went through an agent-initiated norming stage.

The agent-initiated norming stage included an additional step

in the collaborative process, where the agent acknowledged the

participant’s significant disagreement with the agent and asked the

participant to explain why they thought this might be. This extra

step functioned as a means to elicit and address disagreement,

shifting the focus to resolving it. However, this extra step was not

included when the transition to the norming stage was human-

initiated (i.e., if the participant liked at least two activity proposals

by the agent despite the agent deleting all activities suggested by

the participant).
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From an Activity Theory perspective, this extra step of

acknowledging human-agent disagreement represented a

temporarily shift in activities and their objectives, namely

from planning activities to resolving human-agent disagreements

to facilitate team development. This highlights the rapid shifts

that can occur between activities and the associated changes in

objectives, tools, division of labor, rules, community, and subjects.

The importance of addressing conflicts in team development in

HAT has also been emphasized in studies by Jung et al. (2015)

and Walliser et al. (2019), which showed that making human-AI

conflicts explicit can enhance team performance. Jung et al.

(2015) further revealed that when a robot agent helped resolve

conflicts, it improved human participants’ perception of the

actor that introduced the conflict. In our study, the conflict

management step in the collaborative planning activity may

have similarly contributed to a positive perception of the agent,

despite the agent’s prior task-directed conflict behavior during

the storming phase. However, the conflict management strategy

in our collaborative planning activity was relatively simple, and

our results based on qualitative data cannot be generalized to

broader populations. Thus, further research is needed to explore

conflict management for team development in HAT, including

when and how conflicts should be addressed for team development

in HAT. Team preferences may vary, with some teams preferring

to minimize task disruptions and avoid discussing all tensions,

whereas others might favor addressing even minor disagreements.

For some participants in our study, disagreements with an agent

were also described as beneficial and even necessary for personal

development, such as behavior change. This aligns with Activity

Theory, which views conflicts (i.e., breakdown situations) as a

driving force for development and, therefore, as a positive element

(Kaptelinin and Nardi, 2006).

The human-AI conflicts encountered by participants in our

study could also reflect an internalization process related to using

a digital tool, which has been the focus in previous research on

human-computer interaction within the framework of Activity

Theory (Clemmensen et al., 2016; Lindgren et al., 2018; Guerrero

et al., 2019). This process is characterized by users’ transformation

through stages of conscious use of tools. Initially, the users must

consciously engage with unfamiliar software (i.e., tool) as they

learn how it functions. This learning process of mastering new

skills naturally leads to conflicts (i.e., contradictions within the

activity system) (Engeström, 2001). Over time, as users become

more accustomed to the tool, a transition occurs: the software

(i.e., tool) shifts from being the focused object of the activity to

a mediator within the activity that no longer requires conscious

thought (Kaptelinin and Nardi, 2006). In our study, participants

who reached the norming stage may have experienced a similar

transformation. However, for those who remaining in the storming

stage, a different shift might have occurred. These participants

may have begun to perceive the agent not as a collaborator but

as a tool designed to execute tasks according to their instructions,

rather than engaging in a collaborative process. In other words,

for those participants, the activity system may have transformed

into a more developed version, where the agent is given a different

role in the activity (i.e., a tool) (Engeström, 1999). Exploring how

participants perceive the agent’s role within the activity and how

this perception might influence whether and how users transition

out of the storming stage is an interesting focus for future research.

In some instances, conflicts may also be necessary to prevent

negative outcomes, as also evident in research related to obedience

and rebellion AI (Mayol-Cuevas, 2022; Aha and Coman, 2017). For

example, prior research looked at design mechanisms that trigger

conflicts to ensure that users are aware of critical information such

as life-critical aspects in amedical health record system or a cockpit.

From the activity-theoretical perspective, this focuses on bringing

the tool into the focus of the activity. In such situations and

depending on the activity, the role of the agent, and the criticality of

the information the agent provides, it may not always be desirable

to advance into the norming stage. For example, if the agent is

designed to enforce regulations (represented by the rules-node of

the activity system model in Figure 1), it should not conform to a

human who attempts to violate these rules. In our use case scenario,

if the human would disagree with the agent’s proposal of a physical

activity for improving health, with the claim that physical activity in

general is unhealthy, the agent should try to understand the basis of

this perception. However, it should remain steadfast in its domain

knowledge, which includes knowledge about the positive effects of

physical activities on health, even if this may risk not reaching the

norming stage as a human-AI team.

In our study, participants who did not transition to the norming

stage remained frustrated with the agent, leading to disruptions in

collaboration, such as giving up on the agent and the human-agent

teamwork. Similarly, research by Lindgren et al. (2024) exploring

collaboration between older adults and an unknowledgeable agent

during a common daily life activity found that older adults “put

the agent to sleep” when it interrupted social situations. Exiting a

collaboration with an AI systemmight be easier than with a human,

introducing new dynamics to how stages of team development may

unfold in HAT. The tendency to exiting collaboration and thereby

“resolving” conflicts, may also explain findings fromMcNeese et al.

(2021), where AI-inclusive teams displayed fewer conflicts than

human-only teams. This could indicate that humans engage in

fewer or different types of conflicts with AI systems compared to

humans, potentially altering the nature of the storming stage in

human-AI teams. The fact that some participants in our study

experienced the norming stage indicates that conflicts can be

resolved. However, whether this conflict resolution helps the team

development in the same way it does in human-only teams, and

whether the stages of team development in HAT mirror those in

human-only team, are subject to future research.

For human-only teams, the success of team development

depends on the involved actors (Morgeson et al., 2005). In other

words, team development can be more challenging with an actor

that lacks social competence and the ability to adapt to other team

members’ preferences and needs (Morgeson et al., 2005; Fisher

and Marterella, 2019). In the context of HAT, this has also been

noted by Walliser et al. (2019), who pointed out that critiques

of HAT often arise in the context of less developed agents than

those available of today. The need to adapt to team members’

needs is closely related to the necessity of further personalizing

an agent, as also suggested by participants. They proposed several

person- and context- or task-specific factors, such as knowledge

of activities that individuals’ usually perform, how those activities

Frontiers inComputer Science 16 frontiersin.org

https://doi.org/10.3389/fcomp.2024.1455903
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Kaelin et al. 10.3389/fcomp.2024.1455903

make them feel, and information about their family and work life

(e.g., flexibility of work schedule and daily routines), which could

support the planning process. Given the importance of addressing

individuals’ current states and needs for effective teamwork and

conflict management (McKibben, 2017), personalization is crucial

for supporting the transition to norming and should be a focus

for future research. To incorporate the identified personalization

factors, a hybrid approach is needed, where both the agent

and human provide complementary perspectives on the task. In

future versions of the implemented system, the agent could offer

more person-tailored and context-tailored domain knowledge and

knowledge about the human and the task, including an extended

knowledge graph to capture person- and task-specific factors for

personalization. Machine learning could be employed to predict

and suggest preferred activities during preferred timeslots, and/or

a large language model could be integrated for a more personalized

experience when humans interact and collaborate with the agent.

6.1 Strengths and limitations

This study presents several strengths and limitations that

should be considered when interpreting the results. Strengths

include the interdisciplinary approach, which integrated expertise

from long-term patient experiences throughout the whole research

process. Additionally, the study is grounded in well-established

theories, namely, the Tuckman’s model of team development

(Bonebright, 2010) and Activity Theory (Kaptelinin and Nardi,

2006; Vygotsky, 1978; Engeström, 1999), which provide a solid

foundation for the research. Limitations include the focus on only

one scenario (i.e., collaborative calendar planning task), the limited

number of participants for evaluating the agent embedded in the

collaborative task, the inclusion of only two team members, and

the short task for transitioning through Tuckman’s stages of team

development. Tuckman’s model includes five stages that typically

occur over longer periods of time. For feasibility reasons, we

selected three stages instead of five and a short interaction time

(within 30 min). Although we did not study all the stages of team

development, our aim was fulfilled as the focus of this study was on

the initial stages, particularly the storming stage.

The mechanisms embedded in the agent application that

directed its behavior included thresholds for transitioning between

Tuckman’s stages for team development. Depending on how these

thresholds were set, the timing of the agent’s behavior may have

been more or less well-tuned to different individuals. It can be

assumed that future personalization would also include tailoring

these thresholds to accommodate different collaboration styles.

Future studies will explore whether such a tailored mechanism

could enable more participants to notice a clear transition of the

human-agent teams from the storming to the norming stage.

Another limitation of the current application version is the

extent of the agent’s knowledge regarding the health aspects of

activities.While the embedded knowledge was considered sufficient

to study the principles of team development, some objections to the

agent’s proposals may have stemmed from participants perceiving

the agent’s motivation as questionable. Future studies will aim

to develop a more dynamic dialogue system that leverages large

language models and knowledge graphs, embedding knowledge

specific to the domain of health behavior change.

7 Conclusions

This study explored human-agent team development

through the first three stages of Tuckman’s model. We designed

a collaborative activity and developed an Android calendar

application with an embedded agent whose design is guided by

Tuckman’s team-development model and Activity Theory. Our

findings indicate first attempts for team development among

participants and the agent. They suggest extending this agent to

include more comprehensive knowledge of activities, more person-

tailored mechanisms for eliciting disagreements, and managing

conflicts to facilitate a transition of the human-agent team from

the storming to the norming stage. Future studies should focus on

these enhancements, as well as on further developing transitions to

additional stages in Tuckman’s model for team development.
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