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Background: The occurrence of diseases in rice leaves presents a substantial 
challenge to farmers on a global scale, hence jeopardizing the food security 
of an expanding global population. The timely identification and prevention of 
these diseases are of utmost importance in order to mitigate their impact.

Methods: The present study conducts a comprehensive evaluation of 
contemporary literature pertaining to the identification of rice diseases, covering 
the period from 2008 to 2023. The process of selecting pertinent studies 
followed the guidelines outlined by Kitchenham, which ultimately led to the 
inclusion of 69 studies for the purpose of review. It is worth mentioning that a 
significant portion of research endeavours have been directed towards studying 
diseases such as rice brown spot, rice blast, and rice bacterial blight. The primary 
performance parameter that emerged in the study was accuracy. Researchers 
strongly advocated for the combination of hybrid deep learning and machine 
learning methodologies in order to improve the rates of recognition for rice leaf 
diseases.

Results: The study presents a comprehensive collection of scholarly investigations 
focused on the detection and characterization of diseases affecting rice leaves, 
with specific emphasis on rice brown spot, rice blast, and rice bacterial blight. 
The prominence of accuracy as a primary performance measure highlights the 
importance of precision in the detection and diagnosis of diseases. Furthermore, 
the efficacy of employing hybrid methodologies that combine deep learning 
and machine learning techniques is exemplified in enhancing the recognition 
capacities pertaining to diseases affecting rice leaves.

Conclusion: This systematic review provides insight into the significant research 
endeavours conducted by scholars in the field of rice disease detection during 
the previous decade. The text underscores the significance of precision in 
evaluation and calls for the implementation of hybrid deep learning and machine 
learning methodologies to augment disease identification, presenting possible 
resolutions to the obstacles presented by these agricultural hazards.
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1 Introduction

One of the most widely used staple food of India is rice (Oryza 
sativa L). Across the world also, rice is considered as the main crop 
(Jiang et al., 2020). Asia is covered 90% by the production of rice crop 
only. Hence, it is a significant agricultural crop. It is expected that 
world’s population count will be  approximately 9.6 billion which 
ultimately gives the indication of increase in demand of food 
production (Food Summit, 2009). This summons the requirement of 
more arable lands but stress on environment is affecting crop 
production a lot (Wani et al., 2022). So, this is pressing priority to 
enhance the crop production by providing the security to the 
livelihood to whole nation.

Crop diseases, on the other hand, can drastically lower 
productivity and quality, posing a serious danger to global food 
supplies. Many factors that threaten its security are changes in climatic 
conditions (Malik et al., 2023), pollinators, crop fields, and diseases in 
crops (Alkanan and Gulzar, 2024; Gulzar, 2024). Prediction and 
identification of rice diseases is necessity of an hour otherwise there 
will be a great loss for farmers as well as for industries (Islam et al., 
2018). Spray consisting of Bacillus megaterium, chemical fungicide 
spray, etc. is used for controlling rice diseases but researchers observed 
that these are applicable only for particular rice diseases not for all 
types of rice diseases (Dhiman et  al., 2023a,b). Hence, spraying 
method is not suitable for controlling rice disease. Therefore, to 
provide safety and security to the farmers, tools related to latest 
technology are required which can ultimately reduce the direct 
involvement of farmers for detection of rice disease.

As a result, disease management is crucial for rice production 
(Wang et al., 2021). The critical element of disease management is 
accurate and quick disease detection, which allows pesticide 
countermeasures to be  addressed in a timely manner. Manual 
judgement based on disease exterior appearance is currently the most 
extensively used technique for diagnosing rice crop diseases. On large 
farms, automatic computer vision identification allows farmers to 
anticipate disease more efficiently and in less time. Farmers have failed 
to regulate numerous farming methods; therefore they failed to 
control them. If a farm is infected with a pest or illness, it should 
be treated as soon as possible. Leaf screening can detect the majority 
of plant illnesses and deficits. There are insufficient persons with the 
necessary expertise in the region to complete such activities in a timely 
way. Farmers used some methods to inspect the plant on a regular 
basis, and if no evidence of disease is seen, they prefer to use a fertiliser 
or pesticide. However, methods used by farmers also fail to identify 
the disease in the infected plant. This makes the fertilisers ineffective, 
which will subsequently harm the plant and soil. To make the 
diagnosis process of rice disease automatic is the greatest research 
nowadays. As a result, a more effective and accessible technique for 
diagnosing rice illness is desired. There exists variety of image 
processing techniques for the detection of rice disease (Joshi and 
Jadhav, 2016). From the last decade, many researchers have used the 
machine vision system and agriculture field for evaluating crop 
production. Various techniques have been utilized to diagnose the 
crop diseases using image processing, machine learning, hyperspectral, 
pattern recognition, classification and deep learning technique 
(Cubero et al., 2016).

It is clear from the studies that manual identification of the rice 
disease by farmers is very time consuming and expensive task 

(Islam et al., 2021). Uses of computer vision for the detection of 
disease via rice images have gained lot of attention nowadays. But 
this technology is not effective for larger datasets. Hence, to improve 
the identification rate, usage of DL technology has been done. 
Mainly work has been done on the rice diseases. High quality 
camera or rice images from laboratories have been used the 
collection of data as this is very major task in the recognition of 
diseased plant or healthy plant. Past few years have shown that 
extensive work is done the field of recognition of rice disease by 
using DL methods. Our study also gives attention to review the DL 
models which have been used either for detection or prediction of 
rice disease. Eight research questions have been considered and 
discussed in detail. Five major collection sites of our work are 
Springer, ScienceDirect, Scopus, IEEE Xplore, and ACM 
Digital library.

Our motivation behind this work is: The yield of a crop is majorly 
affected by the growth of diseased plant. Numerous researchers have 
worked upon the formula for the prediction of rice disease plant. It is 
observed that most of the rice loss is because of bacterial, insects, and 
fungal infection. The timely detection of rice disease is very important 
so as to prevent the financial, labor, and resources loss. To prevent 
such losses, systematic literature survey has been done for the 
detection of rice diseased plants. The main focus of our work is to 
provide the researchers with the systematic and exhaustive review by 
doing the extensive literature survey of different databases of rice 
diseases. Researchers have worked upon the formula for the prediction 
of rice disease plant (Khairnar and Dagade, 2014). It is observed that 
most of the rice loss is because of bacterial, insects, and fungal 
infection (Shrivastava et al., 2021). The timely detection of rice disease 
is very important so as to prevent the financial, labor, and resources 
loss. To prevent such losses, systematic literature survey has been done 
for the detection of rice diseased plants. The main focus of our work 
is to provide the researchers with the systematic and exhaustive review 
by doing the extensive literature survey of different databases of 
rice diseases.

1.1 Types of rice diseases

The following section briefly describes the different kinds of 
disease present in rice plants (Appalanaidu and Kumaravelan, 2021). 
The commonly occurring rice diseases images are represented in 
Figure 1. Also brief introduction of some of these are discussed.

 • Leaf blast: Dark patch to oval blotch with thin reddish-brown 
edges and grey or white centre are common signs of this disease.

 • Brown spot: This disease affects the rice plant’s leaves. The disease 
reveals itself as round to oval lesions that are dark brown 
in colour.

 • Sheath blight: The disease affects both the leaves and the stems. 
Oval, white or straw- coloured zones in the centre with reddish 
brown blotches are the symptoms.

 • Leaf scald: Narrow reddish-brown broad stripes are the common 
symptoms. Lesions with yellow or golden borders are sometimes 
found along the leaf edges.

 • Bacterial leaf blight: Symptoms include prolonged sores on the 
leaf blade that are few inches long and turn yellow to white 
because to the bacteria’s action.

https://doi.org/10.3389/fcomp.2024.1452961
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Seelwal et al. 10.3389/fcomp.2024.1452961

Frontiers in Computer Science 03 frontiersin.org

 • Narrow Brown spot: Disease occurs in potassium deficient soils 
during the late growth stages of the rice crop, starting at 
heading stage.

The organization of this paper is as follows: Section 2 provides the 
overview of the deep learning methods used for identification of rice 
diseased plants. Procedure of conducting systematic literature review 
is presented in section 3. Section 4 provides the discussion on research 
questions. Section 5 discusses the recommendations for researchers. 
Section 6 concludes the work and provides insight to the researchers 
for future.

2 Background study

There are several processes that are often included in the process 
of image processing. The subsequent subsections provide an 
explanation of the several stages involved in general image 
processing. Figure 2 illustrates the process to diagnose and classify 
the diseases and sequential procedures entailed in the process of 
image processing.

2.1 Image acquisition

This initial stage involves the collection of the static or dynamic 
state of a specific object by the utilization of diverse equipment, 
such as cameras or scanners. Primarily, the images are acquired in 
digital format. If the obtained image is not in digital format, the 
process of converting it to digital through analog-to-digital 
conversion is applied to the acquired image. The selection of the 
image sensor is determined based on the specific application 
requirements. In various applications such as scanners, digital 
cameras, and video cameras, the predominant choice for image 
sensing technology is typically either CMOS (complementary metal 
oxide semiconductor) or CCD (charge- coupled device) (Rumy 
et al., 2021).

2.2 Pre-processing

The initial stage of data preparation, known as pre-processing, 
involves transforming raw data into processed data. Digital computers 
are employed throughout the pre-processing phase. Before undergoing 
pre-processing, it is necessary to convert the images into a digital 
format. In the field of image processing, many operations, including 
data formatting, correction, and enhancement, are carried out to 
produce images of higher quality. The further stages in digital image 
processing, following pre-processing, encompass picture 
segmentation, feature extraction, and image classification (Bellapu 
et al., 2021; Ayoub et al., 2022, 2023).

2.3 Image segmentation

Image segmentation is the computational process of dividing a 
picture into distinct sections or segments based on specific criteria. The 
number of segments depends on the application and user requirements. 
This process involves the precise separation of an image into components, 
extracting distinct contours for streamlined visual representation, which 
facilitates tasks like image editing, compression, and object recognition 
(Dhiman et al., 2023a,b) Thresholding algorithms are commonly used to 
enhance image quality during segmentation, where each pixel is assigned 
a label to group similar pixels together.

2.4 Feature extraction

Diverse content characteristics are derived from visual content 
through extraction, which is crucial for classification and selection. 
Feature selection, a pre-processing technique, reduces feature count 
in classification tasks, ensuring only discriminative features are used. 
Incorrect feature choice can hinder classification effectiveness, making 
accurate feature extraction vital (Huang et al., 2023). The extracted 
features form a feature vector, representing the image. This process 
extracts attributes like edges, colour, morphology, and texture from 

FIGURE 1

Frequently occurring rice diseases.
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the image. Key characteristics of image features are fundamental to 
digital image analysis and manipulation, essential for understanding 
image processing techniques.

2.5 Colour features

The colour characteristic is widely utilized in picture categorization 
as a visual attribute. The characterization of images based on colour is 
advantageous due to several reasons, including reduced storage needs, 
simplified implementation, increased resilience, computational 
efficiency, and enhanced effectiveness (Ding Z. et al., 2023).

2.6 Shape features

In the context of image content description, form is regarded as a 
fundamental and visual characteristic. The precise characterization of 
shape content description poses challenges due to the crucial task of 
discerning dissimilarities between shapes. Therefore, it is imperative 
to employ a similarity measurement technique to compare the derived 
features in shape-based picture retrieval. Form descriptors can 
be categorized into two primary groups: contour-based descriptors, 
which utilize local cues such as boundary segments, and region-based 
descriptors, which consider the entire area of an item for form 
description (Ding B. et al., 2023).

2.7 Texture features

Texture plays a significant role in the retrieval process, serving as 
a robust geographical descriptor and a crucial characteristic of a 

picture. The capacity to identify similar images is limited in terms of 
texture; nonetheless, it possesses the capability to distinguish between 
textured and non-textured images. Furthermore, it integrates the 
textured images with an additional visual characteristic, such as 
colour, in order to optimize the effectiveness of the retrieval process. 
Textural features encompass several characteristics such as fractals, 
contrast, entropy, wavelets, homogeneity, and statistical metrics. There 
exists a variety of extraction strategies that can be employed to extract 
pertinent and captivating characteristics from the input image.

2.8 Classification

Image classification is a computer vision procedure that 
categorizes an image based on its visual characteristics. For example, 
an algorithm can be designed to detect the presence of a human figure 
in an image. While people easily detect objects, reliable image 
classification is a major challenge in computer vision. It requires 
multiple image samples of similar objects and a well-designed 
classification scheme. Users can choose a classification system based 
on their needs, using methodologies like fuzzy logic, artificial neural 
networks, and expert systems (Salaba and Chan, 2023).

2.9 Machine learning

Machine learning is a subfield of computational intelligence and 
AI focused on developing techniques and models based on statistics. 
It enables computer systems to acquire knowledge and improve 
performance through experience without explicit programming. 
Machine learning involves creating systems that mimic human 
behavior and decision-making by learning from data. Algorithms are 

FIGURE 2

Process to diagnose and classify the diseases.
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trained to identify patterns and extract features from extensive 
datasets, allowing them to make informed decisions and predictions 
on new data (Jordan and Mitchell, 2015). The learning process is 
automated and enhanced by accumulating experiences. High-quality 
data is used to build models, and various techniques train computers. 
Machine learning models are now widely used in crop pathogen 
detection and categorization.

2.10 Deep learning

Deep learning is a specialized domain within the broader field of 
artificial intelligence, which is concerned with the advancement and 
utilization of ANN. Deep model is a contemporary machine learning 
methodology that focuses on algorithms that draw inspiration from 
the configuration and functionality of the brain, namely artificial 
neural networks with representation learning. The term “deep” 
typically denotes the quantity of concealed layers within the neural 
network. Traditional neural networks typically consist of a limited 
number of hidden layers, typically ranging from 2 to 3. In contrast, 
deep neural networks have the capacity to incorporate a significantly 
larger number of hidden layers, allowing for increased complexity and 
potential for improved performance. The emergence of deep learning 
has introduced a range of innovative algorithms that have reduced the 
necessity for manually designed characteristics prior to the 
classification process. Deep learning has been incorporated in many 
for problem solving such as healthcare (Khan et al., 2023; Mehmood 
et al., 2023), finance (Gulzar et al., 2023), as well agriculture (Amri 
et al., 2024).

3 Methods used for identification of 
rice diseased plants

Various machine learning and deep learning techniques are 
employed for detecting rice plant diseases. These advanced methods 
leverage the power of computational algorithms to analyze and 
interpret complex patterns in plant data. This section explores the 
diverse range of techniques based on ML and DL methods for 
detection of rice diseased plants.

3.1 ML methods used for identification of 
rice diseased plants

Numerous machine learning techniques are employed for 
identifying diseased rice plants. Researchers have proposed various 
novel algorithms to enhance the detection accuracy of rice 
plant diseases.

The segmentation technique based on Fermi energy has been 
proposed to classify the infected portion of the image. A novel 
algorithm was developed to characterize the symptoms of the disease 
with the help of domain experts using colour, shape and position 
features of the disease. In order to minimize the loss of information 
and to reduce the complexity of the model, the rough set theory was 
used to select the relevant features. After the feature selection process 
rule-based classification was implemented to classify the images into 
two classes of healthy and infected images (Wang et al., 2023).

Three types of rice diseases namely bacterial leaf blight, brown spot 
and leaf smut are detected by using Ostu’s segmentation technique. 
After that various features were extracted from the segmented image 
by using histogram of oriented gradients and local binary pattern. 
Support vector machine with polynomial kernel and HOG is used to 
classify the features (Chen et al., 2021). Pest infection significantly 
degrades the quality and quantity of rice crops, with insufficient 
domain knowledge exacerbating the issue (Zhou et al., 2023). The 
proposed model uses machine vision and a genetic algorithm to detect 
pest infection, achieving 92.5% accuracy with artificial neural networks 
and 87.5% with support vector machines (Thakur et al., 2023). New 
techniques detect and classify rice diseases using image processing to 
determine RGB values of affected regions. Naive Bayes classifier 
identifies rice bacterial blight, rice blast, and brown spot with minimal 
computation cost by focusing on RGB values (Islam et al., 2018).

Machine learning based algorithm was used to detect the plant 
disease automatically. Total 300 healthy and infected leaves images 
were used by the proposed model. Training accuracy achieved by the 
model for the infected and healthy images are 99 and 100%, 
respectively. The test accuracy is achieved to be 90 and 86% for the 
infected and the healthy leaf images, respectively, (Cubero et al., 2016). 
The image data set of the plants show variability in different kinds of 
features like texture colour and size. The image processing techniques 
using K mean clustering algorithm have been used by the paper in 
order to improve the quality of image dataset. The combination of 
SVM, CNN and K mean clustering algorithm-based classification 
techniques is used for the detection of disease in rice crops. The 
training accuracy achieved by the model is 95% (Daniya and 
Vigneshwari, 2022). The ADSNN-BO model, based on MobileNet and 
augmentation techniques, detects four types of rice plant diseases 
using a public dataset. Optimized with Bayesian techniques, the 
mobile-capable model achieves 94.65% test accuracy, with filter 
visualization and activation map analysis confirming its 
interoperability (Ahad et al., 2023). The image processing technique 
has been used to classify the diseases in rice plants with the help of 
leaves images. Different features like colour shape and texture are 
extracted and classified using well established models on a public data 
set of the rice leaf images (Ganatra and Patel, 2020). Features play an 
important role for image classification in machine learning 
applications (Kitpo and Inoue, 2018). Enhanced deep learning 
networks improve disease identification using deep features. 
Classifying four rice leaf diseases with 5,932 field images, the study 
shows that an SVM, used alongside a CNN with transfer learning, 
outperformed the CNN alone (Gayathri Devi and Neelamegam, 2019).

Rice, a major food in India, requires humid, hot conditions (above 
25°C) and over 0.1 mm rainfall for healthy growth. Despite favorable 
conditions, diseases and infections hinder production. A convolutional 
neural network with probabilistic neural network architecture is 
proposed to classify rice crops as healthy or infected (Goluguri et al., 
2021). Agriculture is a key pillar of India’s economy, but diseases 
reduce plant growth and production, leading to financial losses. Early 
disease detection through computer vision systems can help control 
the spread by classifying data from digital images (Faizal Azizi and 
Lau, 2022; Dhiman, 2014). The images are pre-processed and 
segmentation techniques are applied to produce the better outcome. 
A machine learning approach is used to detect and classify leaf 
diseases. The results are analyzed and compared with support vector 
machines, Nearest Neighbor, Artificial neural networks and random 
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forest. The random forest techniques outperformed the other 
techniques (Hasan et al., 2019).

3.2 DL methods used for identification of 
rice diseased plants

The utilization of numerous deep learning techniques has become 
a prominent approach for the identification of diseased rice plants. 
Researchers have proposed a variety of novel algorithms, including 
advanced deep learning models, in an effort to enhance the detection 
accuracy of rice plant diseases (Pan et al., 2023). This area of study has 
garnered significant attention within the scientific community, as the 
accurate and timely identification of plant diseases is crucial for 
maintaining healthy crop yields and ensuring food security.

Researchers have recently focused on detecting diseased rice plants 
to prevent losses due to delayed identification. This overview discusses 
DL approaches for identifying rice plant diseases. Deep learning uses 
hierarchical artificial neural networks to facilitate learning, enabling 
computers to categorize data through direct exposure to image data. 
Training deep networks involves large annotated datasets and 
architectures that extract features directly from input data, eliminating 
the need for manual feature extraction. Various advanced deep 
learning architectures and visualization techniques have been 
employed to identify and categorize plant diseases. A key benefit of DL 
algorithms is their ability to incrementally learn high-level features 
from data. Over the past decade, deep learning has become a 
prominent research topic in image recognition and classification. A 
novel disease detection method using convolutional neural networks 
was proposed, utilizing a dataset of 500 images of healthy and infected 
rice leaves. The model detected 10 common rice plant diseases with 
95.48% accuracy (Chumthong et  al., 2016). A deep convolutional 
neural network model classified different types of plant leaves with an 
average accuracy of 99.5%. The dataset included 27 classes of six crops 
with complex intra- and inter-class variations. Results showed the deep 
learning system classified images efficiently with a time complexity of 
0.016 s without compromising accuracy (Ghosal and Sarkar, 2020). 
Diseases affecting wheat and rice can negatively impact growth and 
production. Three rice leaf diseases and wheat leaf diseases were 
analyzed using 40 images. The VGG16 deep learning model, using 
transfer learning, detected diseases with accuracies of 97.22% for rice 
and 98.75% for wheat (Ghyar and Birajdar, 2017). Enhanced deep 
learning networks have shown improved results in disease 
identification using deep features. Four types of rice leaf diseases (blast, 
brown spot, tangram, and bacterial blight) were classified using 5,932 
field images. A CNN model with a transfer learning approach and 
SVM was used, with SVM outperforming CNN (Gayathri Devi and 
Neelamegam, 2019; Simhadri and Kondaveeti, 2023). Although CNNs 
have advanced manual diagnostics, their computational complexity 
limits real-time remote sensing applications. Filter pruning algorithms 
address this, and a new approach called Pruning Filter with Attention 
Mechanism enhances CNN speed and compression by selecting filters 
for pruning through a correlation-based approach with an attention 
module (Verma et al., 2023). This method outperformed current 
benchmarks on three remote sensing datasets.

Detecting microbial diseases in rice fields using computationally 
intensive algorithms on mobile devices presents challenges, especially 
in areas with limited internet connectivity. Farms adopting digital 

agriculture need plant-specific solutions to address crop viruses 
effectively (Mique and Palaoag, 2018). Current microbial illness 
detection technology struggles with real-time inferences on portable 
devices. This study proposes RiceBioS, a handheld AI and deep 
learning-powered device, to detect abnormalities in rice crops using 
mobile computing capabilities. RiceBioS utilizes Edge-as-a-Service to 
categorize rice plant images into infected and healthy, employing 
pruning to reduce model complexity. The user-friendly RiceBioS app 
provides real-time insights for farmers, aiding informed decision-
making with advanced technologies (Zhang et al., 2020).

Efficient disease diagnosis is crucial for mitigating financial losses 
in agriculture. The ADSNN-BO system, using MobileNet and an 
augmented learning algorithm with a Bayesian optimizer, achieves 
accurate disease diagnosis in rice plants. Lightweight CNN 
architectures like MobileNet and NasNet Mobile, optimized for 
mobile devices, offer high accuracy with reduced model size, 
demonstrating efficacy in practical applications (Shrivastava et al., 
2021; Phadikar et al., 2013).

4 Systematic literature review

The guidelines given by Kitchenman are performed to carry out 
the systematic literature review. Figure  3 shows the step by step 
execution of the given protocol. The basic steps to follow in this 
study are:

 • Identifying the research questions: This phase describes the 
relevant research questions that are linked with the identification 
of rice diseased plant.

 • Constructing the system for search: This phase analyzes the study 
that will assist in answering our research questions. This can 
be done with the help of appropriate search string and examining 
the literature sources for performing the related search.

FIGURE 3

Procedure of conducting systematic literature review.
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 • Assessment of study quality: This phase identifies those studies 
from the selected study that tunes with our study. This selection 
is done based on inclusive and exclusive criteria. Selection of 
appropriate study is very important here, as it will strengthen 
our study.

 • Extraction of data: Vital information is fetched based on research 
questions and tabular representation is done.

 • Synthesis of data: Classification and grouping of data is done on 
the basis of research questions.

 • Threats to the validity of search: This phase covers the threat that 
may be few of the relevant papers get skipped while collecting the 
relevant papers.

4.1 Identifying the research questions

Our SLR focuses on identifying the empirical relevance of rice 
disease models that exist on the basis of deep learning. Keeping this 
in mind, few research questions that are analyzed and designed are 
mentioned in Table 1. Motivation behind the research questions is 
also discussed.

4.2 Constructing the system for search

The purpose of constructing the system for search is to get 
assistance in answering the research questions. This can be done with 
the help of appropriate search string and examining the literature 
sources for performing the related search. The combination of 
following terms is done to initiate this phase of SLR:

 • Discovering the terms from the designed research questions.
 • Detection of synonyms of these terms.
 • Observing the keywords from the study material.
 • Use of boolean ‘OR’ to help the search system of synonym terms.
 • Use of boolean ‘AND’ to connect the terms.

By considering all the relevant terms of rice diseases, the search 
string is made by using the combination of synonyms and ‘OR’ 
boolean operator along with the ‘AND’ boolean operator. All the 

apropos terms based on neural networks and deep learning that are 
applicable on the rice diseases are figured out. The most widely used 
search string is:

(rice AND (diseases OR disease OR infection) AND (neural net- 
works OR Deep learning OR Artificial networks))

After selecting papers through this search string, the papers from 
references of these papers are also taken into consideration.

4.2.1 Literature sources
The selection of appropriate search term is successful only if the 

search is done from the opposite sources. So, the search string 
we framed is applied in the following data sources:

 • ACM Digital Library
 • IEEE Xplore
 • ScienceDirect
 • Scopus
 • SpringerLink

The selection of these databases is done after finding out that these 
sources are most widely used in the domain of rice disease.

4.2.2 Search process
After applying search string on the mentioned databases, the 

next step is to do selection on the basis of title, keywords, and 
abstract. The search is done from the studies of year 2009 and 
considered till latest research on the rice diseases. In total, 124 
studies were found related to rice diseases, but after going through 
the criteria of inclusion/exclusion only 84 studies were left to 
be considered. 59 studies were finally left after doing the proper 
quality assessment on these shortlisted studies. These steps are 
illustrated in Figure 4.

4.2.3 Assessment of study quality
The selection of those studies is done from the selected studies that 

tunes with our study. This selection is done based on inclusive and 
exclusive criteria. Selection of appropriate study is very important here, 
as it will strengthen our study. Here, selection of studies is done based 
on title, keywords, and abstract. During this selection, many papers 
were selected that were not appropriate according to the research 

TABLE 1 Research questions.

RQ No. Research questions Motivation

RQ 1 To figure out different types of rice disease? To identify the deep learning methods that are applied for recognition 

of rice diseases

RQ 2 Which techniques of image processing are used? Identification of image processing techniques

RQ 3 For detection of rice disease, which deep learning models are used? Analyzing the deep learning models

RQ 4 Which performance parameters are used for evaluation of deep learning 

models?

Assessment of performance parameters for rice disease detection

RQ 5 Which data sets are mostly used in rice disease detection? I Identification of datasets that is appropriate for rice disease detection

RQ 6 Which journals or conference papers are analyzing deep learning models for 

rice disease detection?

To determine the most widely used journals from where information 

of rice disease detection can be extracted and their publication year

RQ7 What are the various types of rice images that can be detected using deep 

learning models?

I Identification of rice images that can be used in deep learning models

https://doi.org/10.3389/fcomp.2024.1452961
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Seelwal et al. 10.3389/fcomp.2024.1452961

Frontiers in Computer Science 08 frontiersin.org

questions designed. The inclusive and exclusive criteria of our 
approach are:

4.2.3.1 Inclusive criteria
 • Inclusion of journal articles only if paper is published in journal 

as well as conference.
 • Finding those studies which provide proper methodology to the 

designed research questions.
 • The studies provide clear results with discussions.
 • The studies that are highly correlated with our research.

4.2.3.2 Exclusive criteria
 • Studies that are not mapping with the designed research questions.
 • Studies whose empirical analysis is not done.

4.2.4 Quality assessment criteria
To finally select the studies that highly impacts our studies, few 

questionnaire for quality assessment criteria are designed. This 
questionnaire is designed on the basis of recommendations 
mentioned in (Dhiman et al., 2023a,b). The following questions were 
designed after doing brainstorming and critical thinking with 
the experts.

Q1: Are the objectives behind the research clear?

Q2: Is the dataset appropriate for the experiment?

Q3: Is the approach for the collection of the data defined?

Q4: Are the deep learning techniques defined in bold way?

Q5: Is the measurement of accuracy of proposed models done in 
definitive way?

Q6: Is the comparison of deep learning models done with the 
other methods?

Q7: Are the results and discussions palpable?

Q8: Is the study having a good average citation?

4.3 Extraction of data

Vital information is fetched on the basis of designed research 
questions. Here, the manipulation of the selected studies is done on 
the basis of numerous synonyms that are used for deep learning 
models. The indirect collection of data is done by properly processing 
the collected data. For example, artificial neural networks, 
convolutional neural networks, recurrent neural networks, deep 
convolutional networks are the different name used for the 
representation of same model.

4.4 Synthesis of data

The main purpose of this step is to do the classification and 
grouping of data from the finally selected studies based on research 
questions. At this phase, there exists qualitative as well as 
quantitative data. The process of synthesis of data from the 
extracted data is done by using narrative Synthesis process (Singh 
et al., 2018). Explains the process of doing systematic review based 
on the most widely used text in the summarized findings. All 
designed research questions are evaluated through this 
technique only.

4.5 Threats to the validity of search

Selection of relevant studies is done on the basis of search string 
and designed research questions. But, this phase covers the threat that 
may be  few of the relevant papers get skipped while collecting the 
relevant papers. There are some chances of missing relevant papers if 
the text of selected strings is not part of keywords, abstract and title. 
This risk of not including significant studies in our work is considered 
as threat.

5 Research issues identified and 
explored

In this section, the results of each research question are discussed 
in detail. To prove the findings, some relevant studies are also 
provided. Table 2 provides the overview of studies which provides 
answers to these research questions.

5.1 To figure out different types of rice 
disease?

From the selected studies, it is observed that rice diseases are 
categorized into three types bacterial, pest-based, and fungal 
diseases. Most of the rice diseases identified are Rice Hispa, Stem 
Borer disease, Rice brown spot, Rice bacterial blight, Rice blast, 
Leaf smut, Rice streak spot, Rice sheath rot, Rice sheath blight, 
Nigrospora, Black bug, Golden apple snail, Tungro, Stripe blast, 
Leaf lesion, and Red blight. Table 3 the rice diseases identified 
from studies. Figure  5 depicts the different types of diseases. 
Figure  6 represents the distribution of disease count from 
selected studies.

FIGURE 4

Process of data collection.
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5.2 Which data sets are mostly used in rice 
disease detection?

For the identification of rice diseases from the leaves, various 
datasets are used. For the research community, these datasets are 
either available publicly or privately. The publicly available 
dataset can be accessed by anyone whereas private datasets are to 
be  accessed by the owner of the dataset only. In considered 
studies also, it is observed that most of the researchers have 

created their own datasets by using various sensors and camera. 
The images of rice plants are being used for training the models 
as well as for the testing of models. Table 4 specifies the details of 
the datasets being used in the considered studies. It can be clearly 
observed that most of the studies have considered their 
private datasets.

5.3 What the various types are of rice 
images that can be detected using deep 
learning models?

RGB images of the rice leaves are most widely used rice images 
that are used for identification of rice disease. Few studies have also 

TABLE 2 Selected studies to answer the research questions.

Research questions Study followed

RQ1 S1–S13, S15–S36, S38–S49, S51–S62

RQ2 S1–S4, S6–S10, S12, S13, S16–S25, S27–S39, S41–S45, S47–S52, S54, S55, S57, S60–S62

RQ3 S1–S29, S32–S54, S56–S62

RQ4 S1–S13, S15–S21, S24, S26–S28, S31–S62

RQ5 S1–S3, S7–S13, S15–S21, S27, S28, S31–S39, S41, S43–S52, S54, S56, S57, S59, S61, S62

RQ6 S1–S62

RQ7 S1–S9, S11–S21, S23–S28, S31–S62

TABLE 3 Rice diseases identified from selected studies.

Disease type Study count

Rice Hispa S1, S10, S13, S13, S18, S24, S28, S35, S44, S47, S54

Stem Borer S1, S9, S21, S22

Rice Brown Spot S11, S12, S15, S17, S19, S20, S24, S25, S28, S29, S30, S31, S32, S34, S35, S36, S38, S39, S40, S42, S43, S44, S46, S48, S49, S50, S52, S53, S54, S56, 

S57, S58, S59

Rice Bacterial Blight S2, S3, S4, S5, S7, S8, S10, S11, S12, S15, S17, S19, S20, S24, S25, S28, S29, S30, S31, S32, S34, S35, S36, S38, S39, S40, S43, S46, S47, S48, S49, S51, 

S52, S53, S55, S58, S59

Rice Blast S2, S4, S7, S8, S10, S11, S12, S16, S17, S18, S19, S20, S24, S27, S28, S29, S30, S31, S32, S35, S37, S39, S42, S43, S44, S46, S48, S49, S51, S52, S53, 

S54, S55, S56, S57

Leaf Smut S3, S5, S8, S10, S11, S15, S25, S30, S34, S40, S41, S43, S47, S52, S53, S56

Rice Streak Spot S31, S43, S53, S57, S58, S59

Rice Sheath Rot S4, S8, S10, S11, S17, S42, S43, S46, S47, S53, S57

Rice Sheath Blight S5, S6, S7, S8, S10, S11, S18, S23, S31, S34, S36, S39, S43, S47, S48, S51, S53, S55, S57

FIGURE 5

Types of diseases.

FIGURE 6

Distribution of disease count from selected studies.
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TABLE 4 Data sets mostly used in rice disease detection.

#Studies Year Data size Device Target

S1 2020 50 Smartphone camera Leaves

S2 2018 60 Reliable websites Leaves

S3 2020 120 Camera Leaves

S4 2016 115 Camera Leaves

S5 2020 480 Camera Leaves

S6 2018 – Drone, camera and Leaves

S7 2019 1,080 Camera Leaves

S8 2020 1,649 Camera Leaves

S9 2019 135 Electron-multiplying charge-coupled device (EMCCD) camera Leaves

S10 2017 160 Camera Leaves

S11 2021 1,216 Camera Leaves

S12 2021 500 Spectral Image Software Leaves

S13 2021 352 Camera Leaves

S14 2021 – Camera Leaves

S15 2018 – Digital camera and smart phones Leaves

S16 2017 120 Camera Leaves

S17 2018 300 colourimeter, S2000 spectrometer Leaves

S18 2020 209 Camera Leaves

S19 2020 619 Camera Leaves

S20 2012 1,000 Resonon’s hyperspectral imagers, the global positioning system Leaves

S21 2020 4,278 Camera Leaves

S22 2020 – Camera Leaves

S23 2012 – Camera Leaves

S24 2017 – Camera Leaves

S25 2021 754 Spectral Image Software Leaves

S26 2010 150 Camera Leaves

S27 2018 600 Camera Leaves

S28 2019 350 Remote sensing technique Leaves

S29 2008 400 Camera Leaves

S30 2020 – Camera Leaves

S31 2020 8,911 Remote sensing technique Leaves

S32 2020 4,278 Camera Leaves

S33 2021 4,000 Drone Camera Leaves

S34 2018 120 Camera Leaves

S35 2021 2,400 Fluorometer, digital refractometer Leaves

S36 2021 405 Camera Leaves

S37 2021 50,136 Camera Leaves

S38 2020 420 Camera Leaves

S39 2021 276 Camera, dark imaging chamber, conveyor belt, actuator Leaves

S40 2021 550 Camera Leaves

S41 2020 14,956 Camera Leaves

S42 2021 360 Camera Leaves

S43 2017 500 Camera Leaves

S44 2021 2,370 Camera Leaves

S45 2011 – Camera Rice stems

(Continued)
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done colour conversion for the purpose of pre-processing. Very rare 
studies have used the other rice images like HSV for the recognition 
of rice diseases. Table 5 gives the details of the rice images used along 
with the reference of the studies.

5.4 Which techniques of image processing 
are used?

Image processing involves the task of applying few operations on 
a selected portion of image so as to extract some useful features from 
an image. An image is given as input and after applying image 
processing tasks on an image, few required features are extracted from 
an image. Few following image processing tasks are uprooted from the 
studies taken into consideration:

 1. Colour space conversion
 2. Segmentation
 3. Noise removal
 4. Median filter
 5. Image enhancement like cropping, rotation, resizing
 6. Contrast enhancement
 7. Masking
 8. Principal component analysis

Table 6 gives the outline of the image processing techniques which 
are being used in studies selected for consideration. Image 
enhancement like cropping, rotation, resizing Segmentation and 
Segmentation are mostly used by researchers for processing of 
an image.

5.5 For detection of rice disease, which 
deep learning models are used?

Following deep learning models are used for prediction of rice 
diseases in the considered studies:

 1. Convolutional neural networks (CNN): Different 
frameworks of CNN

 2. Recurrent Neural Network (RNN)
 3. Deep convolutional neural networks (DCNN)
 4. Artificial neural networks (ANN)
 5. Long Short-Term Memory (LSTM)
 6. Faster Recurrent convolutional networks (Faster R-CNN)
 7. Hybrid convolutional networks (Hybrid CNN)
 8. Generative Adversarial Network (GAN)

Table 7 shows the variety of deep learning techniques that are used 
for the identification of rice disease and Figure 7 shows distribution 
of DL techniques in selected studies.

5.6 Which performance parameters are 
used for evaluation of deep learning 
models?

For the evaluation of deep learning models, various performance 
parameters are being used. Recognition speed, Mean square error, 
Accuracy, Precision, Recall and kappa coefficient are the parameters 
used for evaluation of performance. Accuracy represents the 
recognition rate of the proposed model. Accuracy performance 
parameter is mentioned in all the considered studies. Table  8 
represents various deep learning techniques used for detection of 
rice diseases.

5.7 Which journals or conference papers 
are analyzing deep learning models for rice 
disease detection?

The studies that have been taken into consideration includes 64% 
journals and 36% conference proceedings. Computers and 
Electronics in Agriculture journal is the most leading journal in 
this field.

TABLE 4 (Continued)

#Studies Year Data size Device Target

S46 2012 500 Camera Leaves

S47 2020 1,426 Four different types of camera Leaves

S48 2019 – Camera NIL

S49 2020 5,932 Camera Leaves

S50 2009 360 Camera Leaves

S51 2020 8,911 Camera Leaves

S52 2021 200 Camera Leaves

S53 2020 1,100 660 online images and 440 images Leaves

S54 2020 1,600 Reflection probe holder Leaves

S55 2020 619 Camera Leaves

S56 2018 500 Camera Leaves

S57 2020 500 Camera Leaves

S58 2020 2,400 2000 images from Kaggle datasets and 400 images from Camera Leaves

S59 2019 5,808 Camera Leaves
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Table 9 displays the illness types categorized by several researches 
together with the corresponding accuracies. Various image capture 
methods, such as those based on unmanned aerial vehicles (UAVs), 
multispectral imaging, and remote sensing, have been utilized by 
researchers to collect private data by means of digital cameras and 
sensors tailored to the specific region or orchards in question. Public 
datasets such as the BRRI, IRRI, Kaggle, plant village, www, and citrus 
image gallery datasets are frequently utilized in these investigations. 
The table also provides a brief explanation of the research’ limitations. 
The process of image classification in DL heavily depends on features, 
which play a crucial role in accurately identifying and distinguishing 
specific objects or patterns present in images. Deep-CNNs have 
emerged as a prominent technique for accurately identifying and 
classifying rice diseases by using deep features, resulting in promising 
outcomes Table  10. Offers the comprehensive review of relevant 
literature pertaining to the chosen studies within this particular topic 
of study.

6 Results and discussion

The above survey provides some useful directions for the 
research to be  done in the field of detection of rice disease. The 
summarized study of our work is: Most of the researchers have 
probed in rice brown spot, rice blast, and rice bacterial blight diseases 
whereas golden apple snail, stripe blast, red blight, and leaf lesion 
needs attention. Many researchers achieved the best results due to 
image pre- processing techniques being applied on the rice 
leaf images.

 • Various deep learning techniques are used in this field but the 
hybrid approach is promoted for future work. Accuracy is the 
determined in almost all of the studies and to achieve good 
accuracy there is dependence on the datasets. Very few 
researchers have used the public datasets rather they have created 
their own datasets. Researchers have also provided the 
suggestions for creating the datasets and how to make it public.

TABLE 5 Types of rice images used along with the reference to studies.

#Studies Reference Rice images 
(Types)

S1 Kukreja and Kadyan (2021) RGB

S2 Islam et al. (2018) HIS

S3 Sharma et al. (2021) RGB

S4 Jiang et al. (2021) HSV

S5 Ahmed et al. (2019) RGB

S6 Kirtphaiboon et al. (2021) HSV

S7 Hasan et al. (2019) RGB

S8 Ghosal and Sarkar (2020) YIQ

S9 Islam and Mazumder (2019) HIS

S10 Ghyar and Birajdar (2017) RGB

S11 Shrivastava et al. (2019) RGB, HSI

S12 Ramesh and Vydeki (2020) RGB

S13 Rumy et al. (2021) CMY

S14 Bellapu et al. (2021) HIS

S15 Mekha and Teeyasuksaet (2021) HSV

S16 Pothen and Pai (2020) RGB

S17 Rafeed Rahman et al. (2018) YIQ

S18 Ramesh and Vydeki (2019) RGB

S19 Shrivastava et al. (2021) L*a*b*

S20 Asvitha et al. (2024) RGB, HSI

S21 Arinichev et al. (2021) RGB

S22 Chaudhary et al. (2012) RGB

S23 Snilstveit et al. (2012) HIS

S24 Bandara and Mayurathan (2021) HSV

S25 Liang et al. (2019) RGB

S26 Atole and Park (2018) CMY

S27 Sanyal and Patel (2008) RGB

S28 Saha and Ahsan (2021) HSV

S29 Singla et al. (2023) RGB

S30 Tuncer (2021) RGB

S31 Jiang et al. (2020) RGB

S32 Azim et al. (2021) RGB, HSI

S33 Bari et al. (2021) RGB

S34 Mique and Palaoag (2018) RGB

S35 Tete and Kamlu (2017) YIQ

S36 Basit and Ali (2020) RGB

S37 Lu et al. (2017) RGB

S38 Daniya and Vigneshwari (2022) YIQ

S39 Ganatra and Patel (2020) RGB

S40 Phadikar et al. (2013) RGB

S41 Liu et al. (2010) RGB

S42 Verma et al. (2019) RGB, HSI

S43 Wani et al. (2022) RGB

S44 Wen et al. (2012) HIS

(Continued)

TABLE 5 (Continued)

#Studies Reference Rice images 
(Types)

S45 Phadikar et al. (2012) RGB

S46 Prajapati et al. (2017) RGB

S47 Sethy et al. (2020a,b) RGB, HSI

S48 Sanyal and Patel (2008) RGB

S49 Jiang et al. (2020) CMY

S50 Thakur et al. (2023) RGB,HSI

S51 Goluguri et al. (2021) RGB

S52 Sethy et al. (2020a,b) RGB

S53 Gayathri Devi and Neelamegam (2019) CMY

S54 Chen et al. (2021) RGB

S55 Bari et al. (2021) RGB

S56 Kitpo and Inoue (2018) YIQ

S57 Liang et al. (2019) RGB
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 • The research conducted in this study has successfully 
identified a range of rice diseases, encompassing bacterial, 
pest-induced, and fungal ailments. Various diseases such as 
Rice Hispa, Stem Borer disease, and Rice brown spot are 
cited. Various image processing techniques are employed in 
the identification of rice diseases, such as colour space 
conversion, segmentation, noise removal, and picture 
enhancement, among others.

 • The selected studies frequently utilized segmentation and picture 
enhancement techniques. Various deep learning strategies are 
employed in the realm of rice disease identification, 
encompassing Convolutional Neural Networks (CNN), Deep 
Convolutional Neural Networks (DCNN), Artificial Neural 
Networks (ANN), and additional methodologies. The deep 

learning models that are most commonly employed are CNN 
and DCNN.

 • Multiple studies have utilized a range of performance metrics, 
with accuracy being the predominant metric employed. The 
research included in the analysis reported the accuracy of deep 
learning models. Private databases derived from pictures of 
rice plants are frequently utilized by researchers. A limited 
number of studies made use of publicly accessible datasets. The 
majority of studies (64%) are disseminated through publication 
in academic journals, while the remaining portion is presented 
in conference proceedings. RGB images of rice leaves have 
been widely employed for the purpose of disease identification. 
Several investigations also utilized colour conversions 
such as HSV.

 • This comprehensive literature analysis offers significant insights 
into the current state of research on rice disease detection 
utilizing deep learning approaches and provides guidance for 
future investigations in this domain.

6.1 Limitations

This systematic literature review provides a comprehensive 
overview of different studies that utilize deep learning and image 
processing techniques to automate the detection and classification of 
rice leaf. The survey findings reveal that a majority of researchers have 
focused on developing a widely accepted framework for the diagnosis 
of leaf diseases in rice. Few limitations observed from the existing 
work are mentioned as follows:

TABLE 6 Various image processing techniques used in selected studies.

Image processing techniques Studies Total count of 
studies

Percentage

Colour space conversion S10, S12, S17, S18, S20, S25, S28, S32, S33, S34, S55 11 21

Segmentation S1,S3, S16, S17, S18, S23, S25, S28, S31, S32, S39, S41, S44, 

S46, S51, S56

16 30

Noise removal S1, S35, S45 3 6

Median filter S23, S54 2 4

Image enhancement like crop-ping, rotation, resizing S2, S3, S4, S6, S8, S9, S13, S16, S21, S27, S43, S44, S45, S53, 

S56, S57

16 30

Contrast enhancement S1 1 1

Masking S2, S12, S13 3 7

Principal component analysis S50 1 1

TABLE 7 Various deep learning techniques used for detection of rice diseases.

Deep learning techniques Total count of studies Percentage

CNN 21 23

ANN 19 20

RNN 11 11

LSTM 13 14

Faster R-CNN 10 11

Hybrid CNN 9 6

Generative adversarial network (GAN) 13 14

FIGURE 7

Distribution of DL techniques in selected studies.
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 • Currently, the majority of solutions for diagnosing rice diseases 
rely on offline images, and none of these studies have achieved 
acceptable accuracy in real-world scenarios. Although there are 
a few web portals and mobile applications available, such as Leaf 
Coder, at Leaf+ and Leaf Doctor, they only provide information 
on limited dysfunctions of paddy, and are specific to certain 
cultures. Therefore, there is a need to develop a mobile application 
and web portal that can directly predict paddy diseases using 
online images, providing more accurate and accessible assistance 
to the public.

 • To effectively apply Convolutional Neural Networks (CNN) for 
various tasks, it is necessary to have an advanced architecture that 
has sufficient computational and memory resources. However, 
integrating the expert system concept into computer vision, 
machine learning and deep learning techniques can be a viable 
solution to this challenge. This could be  a promising area of 
research for scholars and professionals in this field who are 
interested in developing such a system.

 • Extensive frameworks have been proposed to classify healthy and 
diseased rice images but it lacks a sufficient dataset for deep 
neural networks to learn profound and discriminative features. 
Although the dataset has been augmented using a few techniques, 
there is room for exploring more techniques to expand the 
dataset. Another issue is the difficulty of collecting real-time 
field-level data, which limits the applicability of the few proposed 
algorithms to only a few types of rice diseases.

 • To overcome these limitations, future research could explore the 
use of agricultural sensors to collect images with varying 
illumination and angles of capture. Additionally, expanding the 
dataset through techniques such as flipping, cropping, and 
rotation could be explored to address the issue of small datasets. 

Over the next few decades, a major hurdle will be  to create 
methods and strategies that can quickly identify disease 
outbreaks, especially those caused by new or developing plant 
pathogens, and precisely pinpoint the responsible agents (Singh 
et al., 2022).

 • The availability of real and high-quality data is a significant 
challenge for the effectiveness of these models. New models need 
to be proposed to ensure they are provided with appropriate data 
for training. A current limitation is the presence of noise and 
outliers in existing data, which adversely affects 
model performance.

 • Currently, most researchers have focused on accuracy as the 
primary performance parameter. However, many other 
performance parameters such as AUC-ROC, confusion matrix, 
training time, inference time, robustness, scalability, resource 
utilization, and loss function can also be  explored in 
future studies.

7 Case study

Different modules were used to begin the process of detecting rice 
diseases across four separate classes of rice leaves, as shown in Figure 8 
is used in this case study. The image collection for this study was 
gathered from online sources such as PlantVillage and Kaggle 
(Dhiman et al., 2023a,b).

Firstly, the image samples of rice plants undergo pre-processing 
by applying rescaling to each image in order to obtain enhanced 
photographs. Furthermore, the data augmentation technique is 
utilized to generate a greater quantity of image samples for training 
purposes. There are a wide range of techniques available for 

TABLE 8 Brief analysis of selected studies.

Ref. Type of diseases Technique used Limitation

Singh et al. (2022) Rice Hispa and Stem 

Borer

K-means clustering, SVM and 

CNN

The categorization system can be extended to include additional 

crops and diseases by incorporating dataset images. There is potential 

for enhancing the hardware implementation of image processing 

algorithms in relation to both processing speed and utilization of 

hardware resources

Singh et al. (2020) Bacterial Blight, Brown 

Spot, Sheath Blight, Leaf 

Blast

SVM, Map Generation 

Technique

The algorithm can be regarded as a means of regulating the drone’s 

operations to efficiently take real-time imagery by navigating and 

scanning the rice field. The utilization of drone systems or Internet of 

Things has the potential to acquire airborne photographs of plants, 

which can then be employed for the purpose of anticipating diseases 

in rice crops

Joshi and Jadhav (2016) Paddy leaves Discrete Wavelet Transform 

decomposition, Ensemble of 

Linear Classifier adopting the 

Random Subspace Method

Various computational approaches can be employed to incorporate 

the suggested technology into wireless networking systems, enabling 

the real-time monitoring of extensive paddy fields

Shrivastava and Pradhan (2021) Rice blast, sheath rot and 

blight, false smut, 

bacterial leaf blight, 

brown spot, healthy

CNN The utilization of data augmentation techniques is employed to build 

an extensive dataset, which is subsequently utilized to train a deep 

convolutional neural network model from its initial state, with the 

objective of classifying diseases affecting rice plants

Rumy et al. (2021) Heathy and infected Edge computing (Raspberry 

Pi),Random Forest algorithm

There is potential to expand the range of diseases that can 

be considered for inclusion in a diseases detection system

Mique and Palaoag (2018) Rice pest and disorder Transfer learning and CNN The presence of several pests is not considered
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segmenting photos, including both traditional thresholding 
approaches and more advanced colour and frequency-domain 
techniques. The Otsu method and K-means clustering are widely 
regarded as the most dependable and well-liked algorithms for picture 

segmentation due to their straightforward computational process. 
Typically, the K value and the Region of Interest (ROI) are manually 
selected, relying on the user’s expertise. However, manually selecting 
the ROI is a time-consuming process and is susceptible to errors. In 

TABLE 9 Brief study of approaches and limitations identified in selected studies.

Reference Disease Approaches Limitation

Atole and Park (2018) Diseases of monocot and 

dicot plants

YCbCr, HSI, and CIELAB colour 

models

The determination of disease spot area is essential for the accurate 

assessment of agricultural crop losses

Chaudhary et al. (2012) Rice Hispa and Stem Borer ANN, SVM, and K-means 

clustering

The algorithm, built with a large image dataset, is versatile for multiple 

crops and diseases. Hardware implementation can optimize processing 

speed and resource utilization in image processing algorithms

Sankareshwaran et al. 

(2023)

Bacterial Blight, Sheath 

Blight, Brown Spot, Leaf Blast

SVM, Map Generation The proposed algorithm does not include drone control for on-demand 

imagery over a rice field. To identify rice illnesses, aerial image samples 

are not captured using a drone system

Nuttakarn and Inoue 

(2018)

Healthy and Infected Decomposition using the Discrete 

Wavelet Transform, Linear 

Classifier Ensemble using the 

Random Subspace Method

For real-time crop monitoring in huge paddy fields, the suggested 

method can be fine-tuned by including various computational 

approaches and combining it with wireless networking

Daniya and Vigneshwari 

(2023)

Rice Blast, Rice Brown Spot 

Bacterial Blight, and Rice 

Sheath Rot

Minimum Distance Classifier and 

k-NN

Features such as shape and colour have not been extracted yet. It is 

possible to incorporate a texture element and evaluate how it affects 

performance. Aside from the four diseases discussed in this article, 

there are more rice disorder

Bharanidharan et al. (2023) Bacterial Leaf Blight, Rice 

Blast,Brown Spot, False Smut, 

Sheath Rot, Healthy Leaves 

Sheath Blight

CNN In order to train a deep-CNN model from beginning for disease 

classification in rice plants, data augmentation techniques can 

be employed to provide massive datasets

Haridasan et al. (2023) Healthy and Diseased Random Forest (RF) Leaf disease detection lacks deep learning; binary classification is 

limited without prior identification of the illness

Nayak et al. (2023) Healthy and Diseased SVM, RF, KNN and ANN There is a negative correlation between the number of classes and its 

efficiency

Sudhesh et al. (2023) Rice Pest and Disease Transfer learning and CNN Do not take into account several pests

Ahmed et al. (2023) Brown Spot, Bacterial Blight, 

and Leaf Smut

K- means clustering for 

segmentation and SVM for multi-

classification

When compared to other classifiers, such as k-nearest and rule-based, 

the accuracy of the images used to test leaf Smut is poor

Shrivastava et al. (2021) Rice Blast, Sheat Blight 

Bacterial Leaf Blight, and 

Healthy

Deep Convolutional Neural 

Network and SVM

Using this method on bigger datasets and in actual agricultural settings

Bandara and Mayurathan 

(2021)

Bacterial Leaf Blight, Leaf 

Blast, and Sheat Blight, 

Brown Spot

SVM, K-Nearest Neighbors Adding additional plant diseases and feature extractions

Atole and Park (2018) Golden Apple Snail, Black 

Bug,and Tungro

Deep convolutional neural 

network

To address a wider range of rice anomalies

Ramesh and Vydeki (2020) Rice Blast KNN and ANN For use with several types of rice illnesses

Arinichev et al. (2021) Leaf Blast and Brown Spot SqueezeNeq-1.0, ResNet-

18,GoogleNet, DenseNet-121

Additional data collection is necessary to assess its relevance

Ullah et al. (2021) Rust, Leaf Blight and 

Diseases, and Cercospora 

Leaf Spot Grey

CNN It can also incorporate other types of maize illnesses

Bari et al. (2021) Brown Spot, Hispa, and Rice 

Blast

Faster Region-Based CNN More diseases affecting rice have been identified

Wang et al. (2021) Leaf Blast, Hispa and Brown 

Spot

Bayesian Optimization, 

Augmented Attention

Details about the soil, the area, and the climate can all be considered
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order to overcome this limitation, one can employ automated 
clustering methods to identify disease spots on rice plant leaves (Lu et 
al., 2023). The study employed K-means clustering to automatically 
categorize disease zones in rice leaves. The distinction between the 
colours of the diseased and healthy sections of the picture samples was 
achieved by employing a thresholding technique. Only the diseased 
region of the leaf was made visible by deliberately masking off pixels 
with lower red values relative to blue and green values. The utilization 
of segmentation approaches is crucial for finding and highlighting the 
specific areas that are pertinent to disease inquiry and classification. 
Next, feature extraction is utilized to categorize various illnesses 
present in the plant picture samples. This study utilized the Keras 

framework with a TensorFlow backend for model training. The CNN 
architecture is designed with a sequential structure, where each layer 
receives input images from the preceding layers. The initial 
Convolutional Layer accepts input images with dimensions of (256, 
256, 16). CNNs are very suitable for a diverse array of challenging 
signal processing tasks. CNNs are highly suitable for a diverse array of 
intricate signal propagation applications. The Rectified Linear Unit 
(ReLU) activation function was used for its rapid training 
performance. The input layer is composed of the Convolution layer, 
ReLU activation layer, and pooling layer. The outcome of the 
implemented models has been analyzed using an 80 × 20 cross 
validation. The proposed model utilizes a cross entropy loss function 

TABLE 10 Literature survey of the relevant studies.

Classes Count Disease Method Segmentation Accuracy Ref.

5 Bacterial and sheat blight, leaf 

spot, leaf streak and blast

Yolov3 × 98.44% Prashar et al. (2022)

6 Healthy, narrow brown spot, 

scald, leaf blast, brown spot, and 

bacterial blight

VGG19-based transfer 

learning

× 96.08% Bandara and 

Mayurathan (2021)

3 Blast, brown spot, and hispa Bayesian optimization 

method, Augmented 

attention method

Otsu’s threshold 94.65% Stephen et al. (2023)

3 Blast, Brown Spot and Bacterial 

Blight

SVM, k-NN Multiband 

thresholding, k-means

brown spot (82%), leaf blast 

(81%)

Ramesh and Vydeki 

(2018)

4 Sheath rot, bacterial blight, and 

Brown spot, blast

KNN, DNN K-Means Clustering DNN achieves 93% accuracy 

for brown spot, 89% for blast, 

92% for sheath rot, 93% for 

bacterial blight, and 96% 

Healthy

Chiplunkar and 

Padmanabha (2021)

1 Rice blast KNN and ANN K-means clustering KNN (85%) and ANN (99%) Patil and Kumar 

(2022)

FIGURE 8

Rice disease detection process followed.
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to evaluate the effectiveness of the approach. The work utilizes the 
Adam optimizer to enhance the cross entropy function ratio. The 
suggested work is evaluated based on several assessment metrics, 
including precision (P), recall (R), F1 score (F), and accuracy (Acy). 
Table 11 displays the results of the multi-classification model utilizing 
the CNN model across different stages of case study. With 94.25% 
accuracy, 96.32% sensitivity, 92.73% specificity, 94.46% precision, and 
95.91% fi-score, it achieved these results.

8 Conclusion and future scope

In this paper, systematic literature review has been done to 
identify rice diseases using deep learning models. This research 
compares and contrasts state-of-the-art machine vision algorithms 
used for categorization with various restrictions connected with the 
rice plants’ sensing mechanism. For the purpose of the rice plant 
detection system, this review discusses various image processing 

TABLE 11 Outcomes of case study.

Process applied Outcomes

Image collection

Normalization (256 × 256)

Canny edge

K-means Clustering (n = 4)

K-means clustering (n = 6)

Feature map

Output
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approaches. The selection of 69 studies has been done for the 
purpose of deeply analyzing their work and to uproot the relevant 
information. The selection of studies is done from the year 2008 to 
2023. Most of the research work is taken from the studies of last 
4 years. Total seven research questions are taken into consideration. 
Different types of rice diseases are identified from these studies. 
Different variety of deep learning techniques is explored in these 
studies. The best accuracy is observed in case of hybrid approaches 
of deep learning or deep transfer learning techniques. CNN and 
DCNN are most widely used by the researchers for the identification 
of rice diseases. All aspects of the categorization procedure have 
been thoroughly examined. Consideration of important sensor, 
feature, and classification algorithm properties is given in a 
comprehensive study. The present critical issues in this subject can 
be better understood by comparing the classification techniques 
that are in use. In future, the researchers may collaborate deep 
learning with the machine learning for creating hybrid approach 
and to achieve better results in recognition rate. More deep learning 
techniques can also be explored in this field to make this area more 
active and ultimately benefiting the practitioners of the rice field.
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