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This article introduces a recommendation system that merges a knowledge-

based (attribute-based) approach with collaborative filtering, specifically

addressing the challenges of the pure-cold start scenario in personalized

e-learning. The system generates learning recommendations by assessing

item similarities, utilizing the Rogers-Tanimoto similarity measure for materials

and users, and Jaccard’s similarity for user comparisons. Unlike traditional

collaborative methods relying on prior ratings, this approach depends on

attributes. Additionally, user and learning material profiling structures were

created to serve as fundamental inputs for the recommendation algorithm.

These profiles represent student and material knowledge in a two-dimensional

space to facilitate matching. Our processes incorporate user learning styles,

preferences, and prior knowledge as metrics for achieving the desired level

of personalization. The system produces a list of top recommendations based

on predicted ratings. To validate its e�cacy, a website resembling our learning

platformwas developed and tested by users. The primary results demonstrate the

system’s ability to identify similar users even in a pure cold start conditionwithout

existing ratings. Consequently, the system proves its capability in recommending

suitable materials, modeling students, and identifying similar user groups. The

evaluation results of the proposed system showed a good level of satisfaction by

the testimonials, quantified by a score of 82% for the recommended materials

(16% higher than exiting cold-start systems), and an average score of 90%

in terms of satisfaction about the generated student profiles. As they proved

the capability of the framework in recommending suitable materials, and its

capability in modeling students, finding similar groups of users.

KEYWORDS

personalized e-learning, recommender systems, cold start problem, learning styles,

learner model

1 Introduction

Over the past decade, e-learning and self-directed learning have experienced a

surge in popularity, emerging as fundamental educational approaches. Nonetheless,

two significant challenges confronting e-learning involve information overload and

information relevancy. In response to these challenges, recommendation systems and

personalized learning systems have been introduced as essential solutions (Kulkarni et al.,

2020).
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Broadly speaking, e-learning systems are advantageous for

individuals with hectic schedules or those seeking a flexible learning

experience, as learning resources are accessible from any location

and at any time. This enables efficient and targeted information

delivery, in contrast to traditional classrooms that may frequently

face disruptions (Joy et al., 2021).

The benefits offered by e-learning platforms attract millions

of learners; however, these platforms struggle to retain their

users, resulting in a considerable dropout rate. One major factor

contributing to this dropout problem is the provision of uniform

learning experiences to all students, irrespective of their interests

and learning styles, causing a decline in motivation (Hassan et al.,

2021).

Recommender systems, widely adopted by companies like

Netflix, Amazon, and YouTube, aim to alleviate information

overload. While various techniques strive to extract relevant

information, conventional methods like collaborative filtering

and content-based approaches focus solely on users and items,

overlooking distinctions among learners and items. In e-learning,

learner characteristics such as learning style and knowledge

level play a crucial role in influencing preferences. Traditional

recommendation methods may lack accuracy in suggesting

materials due to a neglect of these additional learner features

(Tarus J. et al., 2017; Jeevamol and Renumol, 2021). Additionally,

traditional techniques heavily depend on users’ rating history

for identifying similar users, predicting similar materials, and

providing recommendations. Past studies highlight that the main

challenges faced by these conventional recommendation systems

are the cold-start problem and rating sparsity, both of which

contribute to a decline in their overall performance (Jeevamol

and Renumol, 2021). These challenges provide strong incentives

to explore innovative recommendation approaches that can more

effectively fulfill the goals of e-learning.

In this paper, we introduced an attribute-based e-learning

recommendation model aimed at resolving the cold start problem.

The model prioritizes the learner’s expectations, seeking to meet

them efficiently to enhance the overall learning experience, making

it more seamless and encouraging for the user.

2 Background and related work

In this section, we introduce the terms and topics that are used

throughout the paper.

2.1 Personalized e-learning systems

Traditionally, learning systems followed a “one-size-fits-all”

approach, providing the same learning content in a uniform

structure for all students (Imran et al., 2014). However, students

exhibit variations in their knowledge levels, learning styles, and

preferences. Personalization addresses this issue to enhance overall

student satisfaction (Fraihat and Shambour, 2015).

In the present day, there is a shift towardmore student-oriented

learning, replacing traditional tools with personalized learning

systems (Sikka et al., 2012; Abouzeid et al., 2021).

Research has demonstrated that adapting learning content to

individual preferences, needs, and progress significantly improves

learning success (Sikka et al., 2012). Given that students within

the same class have diverse knowledge levels and learning

paces, providing individual support increases the likelihood of

academic success.

The topic of personalization in e-learning has garnered

attention in recent research (Bourkoukou et al., 2016).

Recommender systems offer a solution by supporting

personalization, recommending suitable learning content based on

learners’ unique needs and characteristics (Fraihat and Shambour,

2015).

2.2 Recommender systems overview

Recommender systems are software tools and mechanisms

designed to suggest items that may be of interest and relevance

to users (Ricci et al., 2011; Lü et al., 2012). The term “item”

commonly refers to the content recommended by a system.

Recommender systems focus on specific types of items, tailoring

their design and core recommendation approach to provide

effective suggestions for that particular item category. The primary

purpose of recommendation systems is to assist individuals in

navigating the potentially overwhelming volume of alternative

items offered by a system (Ricci et al., 2011). With the vast amount

of information available on the Internet, learners encounter

challenges in finding useful educational materials. To address this

issue, recommendation systems have become a popular solution

in the field of e-learning, helping users discover relevant materials

(Tarus et al., 2017b). These systems are categorized based on

the technique employed for recommendation, and the following

subsections will briefly explore the four techniques utilized in

this paper.

2.2.1 Content-based recommender systems
Content-based recommendation systems operate by identifying

items with content similar to those previously favored by a specific

user (Lü et al., 2012). These systems analyze a collection of items

rated by a user and create a user model that defines the user’s

interests based on the features of the rated items (Mladenic, 1999).

The user model or profile is a structured representation of user

interests, employed for subsequent recommendations.

2.2.2 Collaborative filtering recommender
systems

The collaborative filtering algorithm takes into account the

ratings provided by other users when generating recommendations.

The underlying concept of this algorithm is that users with similar

preferences will have a liking for the same items. Consequently, it

gathers opinions from a sizable network of interconnected users

and consolidates them to generate predictions effectively (ben

Schafer et al., 2007; Ekstrand et al., 2010). The primary criterion for

assessing similarity between two users is their rating history, with

two users considered similar if they express a liking for the same set

of items (Ricci et al., 2011).
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2.2.3 Cold-start problem
The preceding two methods (content-based and collaborative

filtering) face the challenge known as the cold-start problem, which

is further categorized into new item cold-start and new user cold-

start (Lam et al., 2008).

New-item cold start occurs when a fresh item is introduced

to the system, initially lacking any ratings. Consequently,

the likelihood of this item being selected and recommended

is minimal, leading to a situation where a set of items in

the system is overlooked in the rating and recommendation

processes (Sobhanam and Mariappan, 2013; Saveski and

Mantrach, 2014). This creates a cyclical problem where items

remain disregarded.

New user cold-start arises when a new user registers

in the system, posing the difficulty of providing

meaningful recommendations for users with no associated

information (Silva et al., 2019). This presents a significant

challenge for collaborative filtering, as a user without any

ratings cannot be matched to any group of potentially

similar users.

2.2.4 Knowledge-based recommender systems
Knowledge-based recommender systems derive their

recommendations from domain knowledge regarding how to

align items with user preferences. These systems rely on three

types of knowledge: information about user attributes, insights

into item characteristics, and understanding of how to match items

with user needs. In the context of e-learning recommendation

systems, knowledge-based techniques prove effective due to the

intricate relationships among items in e-learning. In the domain of

e-learning, the knowledge-based approach combines information

about the learner with knowledge about the learning material

for utilization in the recommendation process. Unlike previous

methods, knowledge-based recommenders do not encounter the

cold-start problem because their recommendations are not tied

to ratings; instead, they leverage domain knowledge. However,

the drawback of the knowledge-based approach is its reliance on

expertise in the field and its time-consuming nature (Shishehchi

et al., 2012; Zhao et al., 2014; Colombo-Mendoza et al., 2015;

Zhang et al., 2021).

2.2.5 Hybrid recommender systems
Handling the varied challenges posed by diverse users

and scenarios remains a formidable task, even for a proficient

recommendation algorithm. Hybrid techniques address this

challenge by effectively amalgamating recommendations obtained

from different recommendation approaches, such as collaborative

filtering and content-based recommendation. Consequently,

hybridization is frequently employed in the execution of

recommender systems. A noteworthy application of hybrid

recommenders is in mitigating the cold-start problem. Moreover,

hybrid mechanisms possess the potential to augment the diversity

of recommendations by integrating various recommendation

approaches (Lü et al., 2012; Harrathi et al., 2017).

2.3 Pattern mining

Pattern mining revolves around the identification of valuable

and interesting patterns within databases. The significance of

pattern techniques lies in their ability to uncover concealed

patterns within extensive databases, making them comprehensible

to humans and, consequently, beneficial for decision-making and

data interpretation (Fournier-Viger et al., 2017).

Frequent pattern mining has been a focal point in data

mining research for more than 10 years. Frequent patterns denote

subsequences or sets of items that occur in a dataset with a

frequency equal to or exceeding a user-defined threshold. To

illustrate, consider “milk” and “bread” forming a set of items that

commonly appear together in transactions within a dataset (Han

et al., 2007).

2.3.1 Association rules
Association rules are rule-based techniques designed to

uncover relationships among variables in a dataset, particularly in a

set of transactions with various variables. The Apriori Algorithm

is a key method used for generating desired association rules

in relational databases. This algorithm works iteratively, starting

with the identification of individual frequent items and gradually

expanding them one item at a time into larger itemsets, ensuring

they meet specified minimum support and confidence criteria

(Singh et al., 2013).

2.3.2 Sequential pattern mining
A sequence database comprises elements or events arranged

in a specific order, with or without a clear temporal aspect.

Sequence data finds applications in various domains, including

customer shopping patterns, biological sequences, and web

clickstreams. Sequential pattern mining involves identifying

regularly occurring ordered events and designating them as

patterns. Unlike association rules, where the order of items is

not crucial, sequential pattern mining specifically focuses on the

sequence of items (Han et al., 2007).

2.4 Recommender systems for e-learning
in literature

The utilization of recommender systems in the context of

e-learning has gained prominence in the literature. Various

approaches have sought to leverage users’ histories for generating

recommendations. In this section, we will examine research

that explores recommendation possibilities without considering

knowledge as a factor.

Many recommender systems took of fuzzy algorithm a way

of enhancing their suggestions. For example, Lu (2014) proposed

a framework for a personalized learning recommender system,

where two technologies have been included: a multi-agent attribute

evaluation method for justifying students’ need, and a fuzzy

matching method to figure out the appropriate learning materials

that best fulfill each student’s needs. However, there was no
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implementation or experiment for this model. Antony Rosewelt

and Arokia Renjit (2020) also, utilized fuzzy temporal decision

trees in their proposed content-based recommendation algorithm,

in order to offer accurate content for learners based on their level

of understanding.

In another work, Niknam and Thulasiraman (2020) used Fuzzy

C-Mean algorithm for clustering learners and bioinspired ant

colony optimization algorithm to find the most suitable learning

path for learners, taking into account their prior improvements.

Whereas Wu and Feng (2020) developed a network education

knowledge recommendation system based on an improved neural

network-path sorting algorithm with fuzzy uncertainty.

Moreover, Rahman and Abdullah (2018) designed a learner-

centered recommendation system based on fuzzy clustering

methods and decision tree to categorize learners into beginner,

intermediate and expert depending on their academic achievement

and learning behaviors.

Several papers worked on improving the performance of

collaborative filtering techniques using machine learning methods.

Chee et al. (2001) built a collaborative filtering method with

enhanced efficiency, called Recommendation Tree (RecTree),

to address the scalability problem by a divide-and-conquer

approach. The technique first applies a k-means-like clustering,

then implements subsequent clustering upon partitioned,

smaller databases.

Additionally, Li and Chang (2005) described a personalized e-

learning system using collaborative filtering, based on the IEEE

Learning Technology Systems Architecture to adapt to learner’s

interests. The paper suggested a feedback extractor with fusion

capability that combines multiple feedback measures for inferring

user preferences.

A collaborative filtering recommendation system was proposed

by Liu (2017) according to the influence of e-learning groups’

behavior. From another perspective, Dwivedi et al. (2017) grounded

their work on genetic algorithm enhancing the collaborative

filtering approach, to provide learners with optimized learning

paths using variable-length genetic algorithm.

From the idea that successful students, or students with high

grades has followed the right path in selecting courses, Bobadilla

et al. (2009) proposed a collaborative filtering recommendation

system, with users having greater knowledge have greater weight

in the equation of calculating the recommendations. Where

knowledge is defined by the scores achieved by every user in

a number of level tests. Similarly, the recommender system by

Ghauth and Abdullah (2010) took students’ achievements as a

measure. However, it’s a content-based filtering along with good

learners rating for increasing learners’ performance, where the

results show that such systems outperforms content-based filtering

with traditional collaborative filtering techniques.

Hybrid systems were thoroughly studied for the purpose of e-

learning. The recommendation system that’s discussed in Salehi

and Kmalabadi (2012) is a hybrid system, combining content-

based filtering and collaborative filtering techniques. The system

models the learners and materials in a multidimensional space to

facilitate recommendations. They used a set of material attributes

to model the learning materials in a multidimensional manner.

The materials attribute were considered also in modeling leaners.

Learners rated multiple materials, and the ratings were used

to identify the learners attributes based on the materials they

liked. The approaches involved in making recommendations were

content-based, collaborative-based and hybrid-based approaches.

Yang et al. (2010) assumed that users evaluate various core concepts

in accordance with domain knowledge, as there is a degree

of correlation amongst core concepts, which means that users’

interests have similarities as well. Thus, similarity between core

concepts can be used to calculate the similarity between users.

For that research, users provided ratings to the learning materials,

where these ratings were used to compute learners’ similarities.

Then users’ preference level for each interest category of the

closest neighbors, and lastly nearest neighbors’ interests are used

to provide recommendations. These methods rely mainly on users’

ratings, which might work for a partial cold-start, but will not be

useful in pure cold-start condition.

Lalitha and Sreeja (2020) provided guidelines for Personalized

Self-Directed Learning Recommender System (PSDLR), consisting

of three steps. First, to classify learning materials with collaborative

based and content-based filtering methods based on advancement

level. Second, to assess learners’ abilities and prior knowledge.

Finally, to collaborate these two modules to generate the

recommendation results. Collaborative and content-based filtering

were also the basis of the work by Benhamdi et al. (2016), where

they presented a New multi-Personalized Recommender for e-

Learning.

In regard of collecting learners’ information, Bhaskaran

et al. (2021) proposed to apply a cluster-based linear pattern

mining algorithm for extracting patterns of the learners, then

to provide recommendations by the evaluation of ratings of

frequent sequences.

Sikka et al. (2012) outlined an approach for building a software

agent which can construct an online user model describing the

user’s behavior, and uses this model to suggest relevant activities

and shortcuts. The recommendations aim to improve users’

performance depending on the behavior of successful learners. Ali

et al. (2022) designed their architecture with the help of virtual

agent as well, for building semantic recommendations based on

user needs and preferences, which helps in finding themost suitable

materials in a real-world setting. Agents were also present in the

work for Amane et al. (2021), who implemented a content-based

course recommender system with the help of a multi-agent for

university online learning platforms.

2.5 Knowledge-based e-leaning
recommender systems

Knowledge-based systems provide a remedy for the cold-

start problem, and researchers have invested significant

efforts in enhancing e-learning recommendations by

incorporating knowledge.

In references Obeid et al. (2018), Bouihi and Bahaj (2019),

Brik and Touahria (2020), Chebbi and Imen (2021), models were

examined to identify the optimal assessment pathways according

to the learner’s needs and profile. These models were constructed
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using ontology-based methods and semantic rules, resulting in

improved recommendations for e-learning systems. However,

additional experimental evidence is required to further validate

these systems.

Sequential pattern mining has been integrated with context-

aware and knowledge-based systems, as discussed in references

(Tarus et al., 2017a; Shanshan et al., 2021). These systems leverage

a hybrid recommendation approach that combines collaborative

filtering, sequential pattern mining, and context awareness to

address the cold-start problem.

In the realm of e-learning recommender systems, the

application of ontology is believed to offer a higher degree of

personalization, overcoming limitations found in traditional

recommender systems. Despite its advantages, ontology

design is a time-consuming process requiring knowledge

engineering. As a result, hybrid systems have emerged as a

prevalent solution in research to enhance performance by

amalgamating multiple recommendation strategies (George and

Lal, 2019).

While progress has been made in e-learning recommender

systems, there remains room for improvement. It is suggested

that machine learning techniques could contribute to handling

implicit and explicit feedback to enhance accuracy (Kulkarni

et al., 2020). A recent study on knowledge-based recommender

systems (Rahayu et al., 2022) notes that the proposed models

and prototypes are still being evaluated using experiments with

a specific population size of non-real students, involving

descriptive and inferential statistics, questionnaires, and

observations. Therefore, future analyses should broaden

the scope to include more participants and employ proper

testing methods.

Additionally, in Ompusunggu et al. (2021), it is demonstrated

that in the context of recommender systems, machine learning

outperforms rule-based approaches in certain aspects, while rule-

based approaches excel in others. Hence, despite the undeniable

capability of machine learning, there is still a demand for rule-

based approaches. Creating a well-performing system may involve

a hybrid approach that combines both machine learning and rule-

based techniques.

2.6 Student and material modeling in
literature

Creating a student profile involves representing a student’s

information in a standardized format to facilitate analysis.

Learner data can be gathered in two ways: explicitly, by

directly collecting information from the learner, or implicitly,

by monitoring their activities through a learning platform. A

well-constructed student profile can be easily tailored for each

student based on their preferences. In the personalization of

e-learning systems, learner models play a crucial role, as they

guide the recommendation of learning resources based on the

characteristics derived from the learner model (Ciloglugil and

Inceoglu, 2018). Various features are utilized in recommender

systems for personalization, encompassing learners’ preferences,

goals, prior knowledge, and motivation level (Jeevamol and

Renumol, 2021).

2.6.1 Learning style
Learning styles play a vital role in tailoring online learning

experiences to individual preferences. As defined by Keefe,

a learning style is a combination of cognitive, affective, and

psychological factors that serve as relatively stable indicators of

how a learner perceives, interacts with, and responds to the

learning environment (Keefe, 1979). Karen and Felicetti (1992)

further describe learning styles as the educational conditions

under which a student learns best, emphasizing the importance

of how students prefer to learn rather than what they actually

learn. Various operational and conceptual models exist for learning

styles, including Kolb, Felder–Silverman, Myers–Briggs, Honey

and Mumford, and VARK, each offering different conclusions and

conditions to enhance learning.

For this research, Neil Fleming’s VARK model is adopted to

define students’ learning styles. VARK, an acronym for Visual,

Aural, Read/write, and Kinesthetic styles, was introduced by

Fleming andMills, drawing on experiences of students and teachers

(Fleming and Mills, 1992). In the VARK model, the Visual learning

style represents information through maps, diagrams, charts,

graphs, flow charts, and symbols. Aural learning style preferences

involve information that is heard or spoken, with learners

benefiting from group discussions, lectures, phone conversations,

radio, and talking about concepts. Read/Write learning style

individuals prefer information displayed as words, emphasizing

text-based input and output such as reading and writing manuals,

books, assignments, essays, and reports. Kinesthetic learning

style suggests a perceptual preference for hands-on experiences

and practice, encompassing demonstrations, case studies, videos,

simulations, and movies (Bajaj and Sharma, 2018).

The VARK model is chosen for this paper as it is a practical

tool for maximizing students’ learning by accurately assessing

the effectiveness of different knowledge acquisition methods. The

model is grounded in two main ideas: firstly, teaching students

using their preferred methods significantly impacts their success

in processing information and education; secondly, students

acquiring knowledge through their individual learning style leads

to the highest levels of motivation, interest, and understanding

(Hanurawan, 2017; Movchun et al., 2020). The VARK inventory

provides metrics for the four modes, allowing individuals to have

preferences ranging from one to all four modes (Hawk and Shah,

2007).

Determining the VARK learning style is accomplished through

the VARK questionnaire, which has demonstrated its validity, good

reliability, and has been widely adopted by many researchers.

2.6.2 Misconception
Another aspect that this study aims to explore is students’

misconceptions. Recent papers have sought to identify

misconceptions in specific fields through various methods,

including implicit approaches that examine learners’ knowledge

using behavior monitoring agents, as well as explicit methods

relying on tests administered within the system (Halim et al., 2021).
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2.6.3 Learning object modeling
The other significant element of an E-learning recommender

system is the learning object, and its modeling is deemed as

crucial as that of students. As demonstrated in the earlier section,

ontology has been extensively employed in modeling learning

objects to address the cold-start issue (Jeevamol and Renumol,

2021). However, alternative methods have also been explored,

involving the use of data mining and machine learning.

In Cakula and Sedleniece (2013), the characteristics that define

a high-quality learning object were outlined. It was emphasized

that learning objects should be considerably shorter than traditional

learning units and self-contained, allowing each learning object

to be utilized independently. Additionally, they should include

descriptive data to facilitate easy identification.

2.7 Similarity measures

The precision of similarity computation holds a pivotal role in

the performance of any recommender system (Joy and Renumol,

2020). Cosine similarity is a method used to calculate the similarity

between two vectors within an inner product space. For two vectors,

x and y, the cosine similarity function is represented by Equation 1:

sim
(

x, y
)

=
x.y

||x||||y||
(1)

Where ||x|| is the Euclidean norm of vector x, and ||y|| is

the Euclidean norm of vector y. Essentially, the cosine similarity

measure involves assessing the lengths of vectors. It calculates

the cosine of the angle between vectors x and y. A cosine value

of 0 indicates that the two vectors are orthogonal, signifying no

match. As the cosine value approaches 1, the angle becomes smaller,

indicating a greater match between the vectors.

In the case of vectors with binary-valued attributes, the

interpretation of cosine similarity is based on common attributes. If

object x possesses the ith attribute (xi= 1), then xt .y represents the

number of shared attributes between x and y, and |x||y| denotes the

geometric mean of the number of attributes possessed by x and y.

Therefore, sim(x,y) becomes a measure of the relative possession of

shared attributes. For this scenario, a variation of cosine similarity

is presented in Equation 2:

sim
(

x, y
)

=
x.y

x.x+ y.y− x.y
(2)

This variation defines the ratio of the number of common

attributes in x and y, to the number of attributes possessed by either

x or y (Han et al., 2012).

3 Materials and methods

The proposed system presents a comprehensive process

for constructing and enhancing a hybrid attribute-based

recommendation system. Figure 1 illustrates the overall

architecture of the designed framework. The initial phase of

the system involves building user and material models. The user

model is built via an interactive user interface, which collects user

data and stores the generated profiles in database. Subsequently,

these models are utilized in the recommendation component,

which employs a hybrid approach to extract pertinent materials

for a user. Users are then able to rate the suggested materials,

and these ratings are employed to update the material profile

through a background task based on the Apriori algorithm.

Furthermore, our system has been encapsulated as a web-hosted

application, featuring a user interface that integrates all the

components, allowing users to interact with the system seamlessly.

The subsequent subsections provide detailed descriptions of the

various components within the proposed system.

3.1 Student and material modeling

Modeling students and materials is a crucial phase in the

recommendation process, especially for our system, where the goal

is to achieve efficient modeling in terms of time and storage. To

create suitable profiles for both the learning object and the student,

three key factors were considered. Firstly, selecting attributes that

effectively define each object. Next, determining the appropriate

representation for these attributes to facilitate matching between

a student and a corresponding set of learning materials. Lastly,

devising a method to collect these attributes in a user-friendly

manner, avoiding any tedious tasks for users.

3.1.1 Student profile
As mentioned earlier, the creation of a student profile involves

establishing a general model for users and populating this model

with information specific to each user. The selected attributes for

the student can be divided into two parts: personal information

used for identification and attributes directly linked to the

recommendation task, formatted in a way suitable for aiding the

recommendation process.

The personal information in the model includes the user’s

name, personal image, and contact details such as email and phone

number. Attributes relevant to making recommendations can

be further categorized into learning preferences and knowledge-

related attributes. Learning-preference attributes describe the

optimal conditions in which a student learns better, encompassing

the student’s learning style. For this research, the VARK model

was adopted to determine learning styles due to its accuracy in

distinguishing between various means of acquiring knowledge

effortlessly, involving multiple perceptual modes (Bajaj and

Sharma, 2018).

Learning-preferences also encompass preferences related to

material structure, extracted from the properties of the learning

object. These attributes assist in identifying which characteristics of

a learning object a student prefers. Attributes include the material

format (text, video, slides, exercises, quizzes), material length, level

of detail, language, clarity of agenda, and video theme. In selecting

these attributes, input was gathered not only from the literature

but also from direct inquiries with several students regarding the

factors they consider in online materials and what influences their

decision to study or reject certain materials.
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FIGURE 1

System overall design.

It’s important to note that not every student fits exclusively

into a single learning style; some may have a tendency toward

two or more styles equally, known as multimodal (Movchun et al.,

2020). Therefore, the system allows users to select more than one

option per question, providing a comprehensive description of the

dominant styles for a user.

The other part of the profile aims to characterize the

student’s knowledge in each topic, defined in terms of skill

level and misconceptions. Misconception detection is crucial in

the recommendation process, significantly impacting the content

of the suggested materials. If a misconception is detected, the

recommended materials focus on explaining that concept rather

than presenting information the user already knows.

Before starting a particular topic a short multiple-choice quiz

is provided, to assess the knowledge of the student in that topic.

The quiz covers the main concepts in the intended topic. If

a student has no prior knowledge, they can skip the quiz all

together. The answers are analyzed to find out whether themistakes

are due to a misconception or lack of knowledge. Where some

options are linked to misconceptions. If the majority of the selected

answers hold a certain misconception, then this means that the

user should work on correcting the identified misconception.

Thus, the system will offer a narrative feedback with the final

score, mentioning the knowledge level (poor, good, great) and the

detected misconceptions in case of any.

3.1.2 Material modeling
Similar to the student profile, certain attributes of the learning

material were utilized for identification and retrieval purposes,

while others were essential for making recommendations.

The primary set of material attributes was derived from the

“IEEE Standard for Learning Object Metadata,” encompassing

data relevant for both identification and recommendation

purposes. These attributes include title, subject, size, relation

with other materials, requirements, duration, format (resource

type), and language. Additionally, the misconception that a

material addresses was also considered as one of the material

properties. Furthermore, similar to how material attributes were

incorporated into the student’s model as preferences, the learning

style that a material would cater to was included as part of the

material attributes.

The system organizes knowledge into courses, where each

course represents a general domain and encompasses a collection

of inner topics. Topics correspond to the chapters within a course.

Each topic is further composed of learning units, which are discrete

pieces of information that a user needs to acquire in that specific

topic. To facilitate knowledge acquisition, the system provides a

set of alternatives for each learning unit, referred to as materials or

learning objects. This is where the recommendation process comes

into play. The system is tasked with selecting the most suitable

option from these materials and covering only the necessary units
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FIGURE 2

Materials organization.

based on the user’s prior knowledge. The structure described is

illustrated in Figure 2.

The system takes into account the size and segmentation of the

material as one of its attributes. Some students prefer learning a

large topic in smaller chunks. Consequently, in certain instances,

a sequence of learning materials collectively forms one learning

unit. However, it’s important to note that each material within

this sequence provides several options. Consequently, a single

material cannot be designated as a prerequisite for another. To

address this issue, an order was assigned to the materials. Materials

with the same order fulfill the same learning objectives but with

different structures.

The materials were collected and labeled manually. Attributes

were assigned based on our understanding and experience with the

chosen course. We selected a course with which we are familiar

and can distinguish which materials are suitable for the selected

subtopics. The collected items were organized and integrated into

the system in advance, prior to conducting any experiments.

3.1.3 Attributes representation
Given our focus on addressing the cold-start scenario with a

knowledge-based element while exploring an alternative approach

to ontology, we propose projecting the knowledge encapsulated in

ontology into a two-dimensional array for each model. This array

can be stored in a traditional Relational Database Management

System (RDBMS).

As previously demonstrated, to facilitate the matching of

students with materials, the system requires shared data between

the learning object and the learner. This means aligning

what a learner is seeking with what a learning object offers,

while also incorporating exclusive data to identify each object.

Therefore, both the material and the student can be represented

using two-dimensional vectors. In this representation, columns

denote attributes, and rows correspond to either material or

student records.

Certain columns may have multiple values, and these values are

concatenated using a star symbol (∗) and stored in the same cell.

This approach aligns with the designed algorithm, which will be

elaborated on later.

3.2 Making recommendations

Once the preferences quiz is completed, and the knowledge

level for a specific topic is established, the student model related

to that topic is considered prepared. This information can now be

utilized to recommend suitable learning objects. ‘ Given that the

learning objects in the proposed system are organized to be browsed

by topic, the usermust select a specific topic from a course. Only the

learning objects under that chosen topic are then taken into account

for recommendations. The data of the active student, encompassing

preferences and knowledge in the selected topic, is retrieved and

stored in a Panda’s DataFrame. Simultaneously, the data for the

target materials is retrieved and saved in another DataFrame. To

refine our dataset, we leverage the knowledge assessment quiz by

extracting learning components that address any misconceptions

identified in the user. Otherwise, all thematerials under the selected

topic will be retrieved.

3.2.1 Data encoding
We established an intersection dataframe that incorporates

both the retrieved materials and the student. This dataframe

consists solely of common attributes shared between the two

types of objects, with the student consistently stored as the last

record. The common attributes encompass “length,” “contentType,”

“detailed,” “bullets,” “videoTheme,” “isSeperated,” “withAgenda,”

“learningStyle,” and “language_pref.” Additionally, the original

record IDs were preserved in the intersection table to facilitate the

merging process with the initial data frames.

All of these common properties are categorical variables with

string values that are easily understandable and interpretable for us

but lack meaning for the machine, as the words themselves hold

no significance to the algorithm. Particularly when comparing a

cell with multiple values to another with either multiple or a single
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value, the outcome of the comparison will consistently be negative.

For instance, the value “RV” does not match the value “VK,” even

though they share a sub-value. Furthermore, the order of values

matters for the machine but is inconsequential for the system.

For example, “RV” and “VR” are entirely different in their current

state but have the exact same semantic meaning. Overcoming

such challenges in the current representation would demand

extensive processing to identify sub-patterns and disregard the

order. Therefore, an efficient solution for a more straightforward

representation involves encoding the data using binary encoding.

Therefore, we expanded the joining dataframe by hot-encoding

each attribute to convert our categorical variables into multiple

binary columns, with the following preprocessing steps:

1. The values in a multivalued column were separated by

the star “∗”, which is the concatenating character that was

mentioned earlier.

2. The values were turned into binary using the function

get_dummies from Python’s pandas operations, where the

values that are present in each record were set to one and the

rest were zeros.

3. For each value the suffix “_attributeName” was added, to end up

with columns in the pattern of “value_attributeName”.

4. The value that appears for a record, are given the value “1”

in the corresponding column in the binary-encoded table, and

“0” otherwise.

As an illustration, consider the learningStyle attribute

with potential values such as V (for Visual), A (for Aural),

R (for Reading), and K (for Kinesthetic). In the binary

dataframe, the corresponding columns would be learningStyle_V,

learningStyle_A, learningStyle_R, and learningStyle_K. For a

learner exhibiting visual and reading learning styles, the value

would be V∗R, which is represented in binary as 1010. Figure 3

provides a depiction of example records in their original state

before encoding, while Figure 4 showcases the binary-encoded

outcomes of these records.

3.2.2 Content-based filtering
Incorporating the knowledge outlined in the learner profile

is essential for tackling the cold-start problem. It establishes the

foundation for matching the initial learner properties with the

characteristics of learning materials. The advantage of utilizing

a Relational Database Management System (RDBMS) lies in its

capacity to store various attributes in a unified manner and enable

querying and combining them within the same query. In the

proposed model, the similarity between a learner and a specific

learning object is computed using the Rogers-Tanimoto coefficient,

which is applied with bit-vectors, considering both the presence

and absence of attributes. In other words, both ones and zeros

are taken into account when calculating the similarity. For two

vectors S and M of length n, the similarity is defined as illustrated

in Equation 3:

Sim (S,M) = 1−
2(CTF + CFT)

CTT + CFF + 2(CTF + CFT)
(3)

Where:

- F refers to the bits zeros and T refers to the ones.

- Cij is the count of cases where S
[

k
]

= i and M
[

k
]

= j for

k < n

The computed similarity result between each learning object

and the student is associated with that particular object. This

information will be utilized in subsequent stages to predict the

rating and determine the final score for eachmaterial. Thematerials

with the highest similarity to the student are identified and passed

on to the next phase, which involves collaborative filtering.

3.2.3 Collaborative filtering
In conventional collaborative filtering, user similarity is

determined based on their ratings. Users with similar ratings for

the same set of items are considered similar. However, given the

cold-start problem, where a new user lacks ratings, we leverage the

existing knowledge base to identify users with similarities to the

current one. To address this, we narrow down the set of users by

considering only those who have rated each of the best-matching

materials identified in the previous step. The similarity between

the current user and users from this reduced dataset is measured

using Jaccard similarity, employing the same binary encoding

approach as described earlier. Jaccard similarity quantifies non-

zero similarity as the ratio of the intersection of two bit-vectors to

their union. The pairwise similarity between a student vector (S)

and each vector of other users (O) can be expressed as depicted in

Equation 4:

Sim (S,O) =
S.O

S2 + O2 − S.O
(4)

where this representation comes from the fact that the product of

bit vectors (each dimension takes the value of either 0 or 1) is equal

to their intersection

S.O =
∑

i

SiOi =
∑

i

(Si
∧

Oi)

and

| |S| |2 =
∑

i

S2i =
∑

i

Si

To identify similar users, a specific threshold was set, wherein

users with a Jaccard score exceeding a certain level are considered,

as opposed to obtaining the top Kmost similar users. The threshold

approach is employed because the most similar user may not be

sufficiently alike to draw conclusions about the current user. Simply

relying on a few users who have already rated a material might

result in different preferences from the target user. Consequently,

predicting ratings for the active user based on the available data

could lead to inaccurate predictions.

3.2.4 Ranking and scores predictions
To generate the final list of recommendations, for each material

a score is calculated as seen in Equation 5

ScoreMi = R∗Sim(S, Mi) (5)
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FIGURE 3

Values before encoding.

FIGURE 4

Values after encoding.

where ScoreMi is the material’s score, Sim(S, Mi) is the similarity

between the user and the materialMi and R is the weighted average

of ratings by the similar users to the material Mi that is given by

Equation 6

R =

∑

j R
∗
jiSim(Sj, S)

∑

j Sim(Sj, S)
(6)

Where Rji is the rating of material Mi by student Sj and

Sim(Sj, S) is the similarity between the target student and student

Sj. If a material does not have any ratings yet, then the average

rating is assumed to be 5 to keep its chances of being selected and

later rated.

Now, each material has a score derived from the similarity

between the active user and the material, based on ratings by other

similar users. This score is utilized to arrange the materials, along

with a randomly generated integer assigned to each record. The

random number serves to provide equal opportunities for materials

that were never selected, as it is used for reordering instead of

adhering strictly to the order returned by the database. In other

words, if two materials receive the same score, the random number

determines which one will be selected, reducing the likelihood of

consistently choosing the same material. It’s important to consider

that multiple resources may discuss the same idea and hold the

same logical position in the learning sequence. Therefore, for each

idea, only the resource with the highest score is chosen. Since the list

is sorted, an efficient selection process is implemented by retaining

the last occurrence of each unique element and discarding the rest.

Ultimately, a list of highly ranked resources is obtained, ensuring

comprehensive coverage of all aspects of the topic. Table 1 outlines

the steps taken within our algorithm in a cold-start condition.

3.3 Refinement/adjusting component

To enhance the system’s performance, this study proposes

an approach for adjusting the parameters of low-rated materials

through association rule mining. Before presenting the final list to
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TABLE 1 Recommendation algorithm.

Algorithm 1: Generating recommended list

Input:

Active learner’s preferences vector.

Set of learning materials M= {m–1, m2, m3... m-n}.

Similar users’ ratings R, where r ∈ {1, 2, 3, 4, 5}

Output:

List of top N recommended materials

Predicted rating for each material

Method:

1. For eachmaterial mi inM, compute similarity betweenmi− and the active

user S, Sim(S, mi) using Equation 3

2. For each material mi in M

a) Compute similarity between the active user and each user Sk of users

who rated material mi , if similarity > 0.6 add rating rkito the list of

ratings R using Equation 4

b) Compute the ratings weighted average using Equation 5

c) Compute the final predicted rating using Equation 6

3. Sort materials based on predicted score and a random number

4. Keep the material highest predicted rating for each piece of information

the user, a material with a low rating (below 3) and no significant

relation to the current user (i.e., not having a high score concerning

the active user) is added to the list. The ratings provided by

the current user and other unrelated users are employed by a

background task to assess if an enhancement can be applied to such

a material.

The background task selects users who rated a material higher

than 3 and employs the Apriori algorithm for pattern mining.

Once again, users are binary encoded, with the material’s rating

being one of the attributes. The Apriori algorithm is applied to the

binary data to identify frequent items with a minimum support of

0.5. Association rules related to the ratings are derived from the

frequent items, ensuring a confidence level higher than 0.7.

Attributes from the association rules are then incorporated

into the material’s profile. The attributes observed in this step

are those initially obtained from user properties, such as learning

style. Each time the attributes of a material are updated, the

values are logged in a history table for verification and testing

purposes. Despite these attributes being assigned to the material by

the admin user, there may be inaccuracies. For instance, a video

material might be assumed initially to cater to learners with a

visual learning style, but in practice, it may be more effective for

learners with an audio learning style, as the content focuses on

verbal explanation. For attributes that have a single value, the values

are extracted from the association rule containing that attribute

with the highest confidence.

This process is triggered when a material obtained for a user

for adjustment purposes receives a new rating. The calculations are

performed in the background to prevent blocking user operations

and are separated as a background task that can run periodically

as a cron job, rather than being triggered every time a new rating

is given.

Figure 5 illustrates a sample of the Apriori algorithm output.

It shows each of the material characteristics in the antecedent

column, and the set of associated learning preferences in the

consequents column. In this example, only one user has rated the

material, resulting in 100% confidence and support. This example

is used for illustrative purposes to elucidate the outlined steps.

After running the Apriori algorithm, the data is preprocessed to

display only the records where “rating” appears in the consequents

columns, either alone or with other parameters. Subsequently, the

antecedents of these rows are processed. If an attribute should

take a single value, the record with the highest confidence for that

attribute is considered, followed by string processing to extract

the attribute alone and separate the value from the attribute name

(using underscores). This process yields the desired attribute value.

If the attribute can take multiple values, each occurrence of that

attribute has its value extracted using the same string processing

steps, concatenating all values with a star “∗”.

3.4 User interface and prototype

To streamline the system’s experiment and provide a user-

friendly experience, a website was developed to encompass all

project phases. The website is designed to be intuitive and self-

explanatory, requiring minimal guidance for users to navigate

through the system. This approach is particularly beneficial as the

system is tailored for self-directed learners.

Hence, the content was organized for easy viewing and

editing, allowing users to quickly scan through the homepage

using either the dashboard or the navigation menu. Additionally,

warning messages regarding any missing requirements, such as

the preferences quiz, include navigation links to guide users in

completing those sections.

For the proof of concept, we focused on four key topics

from the “Digital Systems Design” course: minterms minimization,

maxterms minimization, prime implicants, and decoder. We

gathered a collection of 65 materials covering these topics, with

variations in length, structure, and language. The resources were

categorized, labeled, and stored in our database based on our

learning material modeling.

4 Results and discussion

The testing aimed to assess the accuracy of material

recommendations generated by the system. Various evaluation

approaches were employed, each tailored to the nature of the

element being tested. The proposed recommendation algorithm

underwent evaluation through different metrics to determine:

1. The system’s ability to predict users’ ratings, including the cold-

start condition.

2. The system’s capability to identify similar users, also considering

the cold-start condition.

An experiment was conducted to evaluate the effectiveness of

the recommendations, involving 43 participants. As there was no

existing dataset aligning with our material mapping, we utilized the

65 learning objects collected and annotated based on our defined

modeling. Each participant completed the learning preferences

quiz, knowledge assessment quizzes, and rated the materials

suggested by the system. This resulted in a total of 448 ratings. The

participants were university students who had completed the digital

design course during the COVID-19 pandemic closure.
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FIGURE 5

Aprioi output.

4.1 Mean absolute error (MAE)

The mean absolute error (MAE) is the average of the absolute

differences between the predicted values generated by the model

and the actual results. This error is computed by taking the absolute

value of the difference between the actual and predicted values for

each individual record and then calculating the mean of all these

differences. The absolute value is utilized because the focus is on the

variation irrespective of its sign (Willmott and Matsuura, 2005).

In our context, the predicted values are the ratings generated by

the model, and the actual values are the ratings provided by users.

The MAE value indicates how much the predicted rating deviates

from the actual rating. A smaller MAE value signifies less deviation

and better accuracy. The mathematical representation of MAE is

given by Equation 7:

MAE =

∑n
i=1 |yi − xi|

n
(7)

The model-generated scores, utilized for ranking materials and

indicating the predicted rating for each user-material pair, were

normalized within the 1 to 5 range. The error analysis involved

three scenarios: overall error, error in the absence of similar

users’ ratings, and error when considering ratings by similar users

(referred to as collaborative filtering or CF).

The computation of the overall mean absolute error (MAE)

considered all 443 records, resulting in an error of 1.05, which

is relatively small. Given the five possible rating values, if a user

assigns a rating of 3, the system may predict a rating of either 2

or 4.

For the second case, the error was calculated when only records

with the collaborative filtering flag set to true were considered. This

flag indicates situations where users similar to the active user had

already rated the target material, and their ratings were part of

the score calculation process. With 154 records, the resulting error

was 1.03.

TABLE 2 MAE for the model.

Case MAE

All records 1.05

Records with CF 1.03

Records without CF 1.09

FIGURE 6

Distribution of all predicted vs. actual ratings.

In the third case, the opposite scenario was considered, where

the user was the first among their similar group to rate the marked

material. For these records, the error was around 1.09. The errors

for the three cases are summarized in Table 2. Although there is

a slight improvement observed with the inclusion of similar users’

ratings, the change is not significant. The limited number of records
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FIGURE 7

Distribution of predicted vs. actual ratings with CF.

under study might contribute to this observation, preventing

definitive conclusions.

The impact of the proposed collaborative filtering approach

was further investigated by visualizing the distribution of actual

ratings vs. predicted ones. Figure 6 illustrates the distribution of

all predicted values, while Figure 7 depicts the distribution when

collaborative filtering is implemented. The visual representation

utilized a violin plot, combining features of box and density plots.

The plot showcases the minimum and maximum values, along

with the interquartile range represented by the black rectangle in

the center. The width of the plot sections is determined by kernel

density estimation, reflecting the data’s distribution shape. Wider

sections indicate a higher probability of instances taking on that

value, while narrower sections imply lower probability.

Upon comparing the two graphs, it becomes evident that, in

the absence of considering similar users’ ratings, there are some

extreme values (depicted by the peak values of the plots) in the

wrong direction, which are not present when collaborative filtering

is employed. For instance, for an actual rating of 2, Figure 7 shows

a predicted value of 5. Additionally, the actual rating of 3 is widely

spread across all possible predicted values in the first graph, whereas

in the second graph, it is more compact and centered around the

value of 3.

In this research ratings <3 refer to irrelevant material

suggestions, andmaterials with ratings of 3 or above are assumed to

be well categorized. The total number of records with good ratings

is 363 out 443, which refers to a level of satisfaction of around 82%.

Comparing this result to previous work, it shows an increase of 16%

of satisfaction for models considering cold-start problem (Jeevamol

and Renumol, 2021).

4.2 Users similarity

The next evaluation metric is the capability of the system

in identifying similar users. To do so, we analyzed the users’

similarities with the consistency in their ratings, as we also used

multivariate clustering to test similar users groups.

FIGURE 8

Average similarity per rating di�erence.

4.2.1 Users’ similarity vs. ratings
This investigation seeks to assess the divergence in ratings

provided by similar users for a specific material. Ratings were

categorized by material, and a similarity matrix among users within

each group was established, incorporating the rating differences

between every pair of users. The same similarity function employed

in our model was used for this matrix. A DataFrame was then

generated, with each row containing the similarity between two

users and the rating difference for a particular material. Given the

rating scale from 1 to 5, the difference ranges from 0 to 4.

The records in the newly created DataFrame were grouped by

rating difference, and the average similarity among users in each

group was computed. Figure 8 visualizes the relationship between

the difference in ratings and the average similarity among users

for each difference level. The figure suggests that smaller rating

differences correspond to higher similarities among users in that

category. This observation aligns with traditional collaborative

filtering, which identifies related users based on the proximity of

their ratings. Thus, we were able to identify similar users in a

pure cold-start condition without existing ratings. Moreover, our

method can seamlessly integrate classical collaborative filtering as

the system progresses in hot-start settings.

4.2.2 Using clustering for learner similarity
The secondmethod employed to evaluate themodel’s capability

to identify similar user groups involves the application of a

clustering algorithm. Now that a sufficient number of users have

interacted with the system, a multivariate clustering algorithm

is employed to associate users with similar characteristics.

Multivariate clustering is an analytical approach designed to

explore patterns within multiple variables simultaneously. For our

evaluation, the K-means algorithm was chosen to cluster users. The

clustering algorithm was fed with 200 records, encompassing all

users in the database, not exclusively those who have rated some

materials. Including the maximum number of users is preferred in

machine learning algorithms.

K-modes clustering, an enhancement of k-means tailored for

categorical data, was utilized. It is an unsupervised machine
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FIGURE 9

Elbow method for K-modes CF.

TABLE 3 Similarity in each cluster.

Case MAE

1 0.7

2 0.7

3 0.67

4 0.8

5 0.9

learning algorithm that partitions the data into k clusters and

identifies the closest cluster when adding an entry. The essential

parameters for this clustering technique are the number of clusters

(K) and the set of variables (attributes) to analyze. The selected

attributes mirror those used in our model, describing learning

preferences and learning style.

To determine the appropriate number of clusters, the elbow

method was employed. This method involves running the

clustering algorithm multiple times with different numbers of

clusters and assessing the variance in groups for each cluster

number. When plotting the variations within clusters against the

corresponding number of clusters, the elbow of the curve is

identified and serves as the optimal value “k.” The elbow of the

curve signifies the point at which the curve noticeably bends,

indicating that the decrease in variance beyond that point is not

significant. In clustering, this implies that increasing the number of

clusters beyond a certain point does not significantly enhance the

model. The elbow graph shown in Figure 9 led to the selection of 5

as the preferred number of clusters.

The algorithm employed in our model was used to compute

pair-wise similarities among users within each cluster. The mean

of these similarities was then calculated to assess the homogeneity

that our system attributes to these clusters. The results, presented

in Table 3, all satisfy our similarity threshold of 0.6.

Based on this analysis, it can be inferred that the system’s

similarity measure can be substituted with a multivariate clustering

mechanism, specifically K-modes. As we move beyond the cold-

start scenario, defining similar users can be accomplished by

identifying the relevant cluster and determining the average rating

given by users in that cluster.

5 Conclusion and future work

In this paper, a model was introduced for both learners and

learning objects, incorporating common attributes shared between

the two models. These models encompassed learning preferences,

learning styles, and knowledge. The proposed model was employed

in a recommendation system aimed at identifying similar learning

objects for a given learner. The system utilized common attributes

between learners and learning objects, incorporating ratings from

similar users to enhance the accuracy of predictions. The top-rated

materials were then suggested to users, taking into account user

misconceptions and relationships between materials. Additionally,

the attributes of materials were adjusted using sequential pattern

mining based on user ratings.

The system underwent experimentation to evaluate the

effectiveness of recommended materials. The results indicated

that the system successfully modeled users and identified their

misconceptions. Evaluation based on predicted vs. actual ratings

yielded a mean absolute error (MAE) of 1.05, suggesting that, on

a five-point scale, predictions were off by an average of one point.

Another aspect of the analysis involved assessing user similarities,

revealing that similar users tended to rate the same materials more

closely compared to dissimilar users. Lastly, K-Mode multivariate

clustering was applied to a set of users, and users within each cluster

exhibited significant similarities according to the applied similarity

function. The system shows promise for future testing across

diverse groups of students with varied backgrounds and enrolled

in different courses spanning various disciplines. Additionally,

machine learning algorithms can be employed to assign weights

to the attributes of learners and learning objects, to increase the

accuracy of the predicted ratings.
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