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Alignment of a 360◦ image with
posed color images for locally
accurate texturing of 3D mesh

Bishwash Khanal*†, Madhav Om†, Sanjay Rijal*† and

Vaghawan Prasad Ojha

E.K. Solutions Pvt. Ltd., Lalitpur, Nepal

With the popularity of 3D content like virtual tours, the challenges of 3D

data registration have become increasingly significant. The registration of

heterogeneous data obtained from 2D and 3D sensors is required to create

photo-realistic 3D models. However, the alignment of 2D images with 3D

models introduces a significant challenge due to their inherent di�erences.

This article introduces a rigorous mathematical approach to align a 360◦ image

with its corresponding 3D model generated from images with known camera

poses followed by texture projection on the model. We use Scale-Invariant

Feature Transform (SIFT) feature descriptors enhanced with a homography-

based metric to establish correspondences between the faces of a cubemap

and the posed images. To achieve optimal alignment, we use a non-linear least

squares optimization technique with a custom objective function. Subsequently,

the outcomes of the alignment process are evaluated through texturing using a

customized raytracing algorithm. The resulting projections are compared against

the original textures, with a comprehensive assessment of the alignment’s fidelity

and precision.

KEYWORDS

cubemap projection, least squares optimization, raytracing, texturing, 360 image

alignment

1 Introduction

Recent advancements in data capture technologies have enabled 3D sensors to
capture indoor environments to create real-world 3D models. Employing 3D sensors
such as light detection and ranging (LiDAR) and time-of-flight (ToF) along with 2D
image-capturing sensors has become instrumental in creating photorealistic 3D models.
This integration of multi-modal data has become pervasive across diverse domains
such as urban scenes (Mastin et al., 2009; Mishra, 2012), medical imaging (Markelj
et al., 2010), autonomous driving (Wang et al., 2021), emergency evacuation (Sansoni
et al., 2009), and post-event (natural hazard) building assessments (Liu et al., 2020).
Notably, such registration approaches are relevant in indoor environments, often achieved
using several images (Stamos, 2010) using structure-from-motion (SfM), and manually
describing correspondences with similarity transformations for pose estimation. The
indoor environment modeling has also opened doors for industrial applications such as
virtual tours (Metareal Inc., 2023; Chang et al., 2017) and indoor localization (Arth et al.,
2009; Sattler et al., 2011).

In addition to LiDAR and ToF sensors, photogrammetry has emerged as a powerful
technique for 3D reconstruction. By combining SfM with multi-view stereo (MVS) (Nebel
et al., 2020), photogrammetry can generate detailed 3D models from 2D images. More
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modern techniques such as neural radiance fields (NeRF)
(Mildenhall et al., 2020) and Gaussian Splats (Kerbl et al.,
2023) have further advanced the field by enabling high-quality
3D reconstruction from sparse views while addressing complex
lighting conditions.

3D models are generally textured using perspective or 360◦

images after the capture session (throughout the article, we refer
to the 360◦ image in equirectangular planar projection as just 360◦

image). On the other hand, hardware-embedded sensors like Azure
Kinect (Microsoft, 2023) and Intel RealSense (Yang et al., 2017)
enable the real-time generation of 3D textures. However, challenges
arise during the integration of this heterogeneous data resulting
in texture misprojection. This misprojection can occur due to
misaligned projection of the posed images onto the 3D model,
errors in optimization, and sensor inaccuracies. The inherent
sensor inaccuracies and the restricted field of view (FOV) often
result in holes and missing textures in the 3D model. Moreover,
projecting multiple images onto a 3D model may also introduce
blending challenges.

Our proposed method addresses these issues by aligning a 360◦

image with respect to a 3D mesh using its posed images and their
associated features. Our approach uses least squares optimization
(LSO) of an objective function defined as the projection of features
from posed images on the feature plane of the 360◦ image. This
method not only mitigates texture misprojection but also enhances
the overall texture quality by leveraging the comprehensive scene
information captured in 360◦ images.

2 Related works

Various attempts have been made to align 3D models with
posed images. Local alignment methods such as iterative point
cloud (ICP) registration (Delamarre and Faugeras, 1999) rely on a
reliable initialization and are limited in terms of their applicability
in the case of unknown relative pose. Russell et al. (2011) presents
a combination of global image structure tensor (GIST) descriptors
with view-synthesis/retrieval for coarse alignment followed by fine
alignment with view-dependent contours matching. However, it
has low alignment precision in the case of images with shadings
and unreliable features.

Textures generated from RGB-D reconstruction methods are
generally sensitive to computational noises such as blurring,
ghosting, and texture bleeding. Whelan et al. (2015) and Nießner
et al. (2013) use truncated signed distance function (TSDF)
volumetric grid running weighted average of multiple RGB images.
For each triangle face of a 3D mesh, that is, triangle mesh,
the vertex color is determined by the TSDF volumetric grid.
Lempitsky and Ivanov (2007) and Allene et al. (2008) utilize
pairwise Markov random field as an energy minimization problem
to select the optimal image for texturing. On the other hand,
Buehler et al. (2001) and Alj et al. (2012a) specify view-dependent
texture mapping where the best texture for each triangle mesh
is selected based on the minimum angle between the normal of
the triangle mesh and the camera directions leveraging rendering
methods based on unstructured lumigraph (Gortler et al., 1996)
and photoconsistency (Alj et al., 2012b), respectively. However,
visual artifacts and distortions are still persistent in such methods.

Waechter et al. (2014) use global color adjustment (Lempitsky
and Ivanov, 2007) to mitigate visual artifacts due to view
projection. Nevertheless, texture bleeding andmulti-band blending
are challenges for such methods, which can be handled by local
texture warping and high-quality non-rigid texture mapping with
a global optimization (Fu et al., 2018). However, such approaches
face boundary texture deformations and local texture distortions
for large geometric errors.

Works on image alignment and texturing have also been done
using either direct matching of features (2D-3D matching) (Sattler
et al., 2011) or with intermediate image (2D-2D-3D matching)
(Sattler et al., 2012). Modern 3D cameras like Azure Kinect
(Microsoft, 2023) and Realsense (Yang et al., 2017) use calibration
patterns to align 3D data with 2D images (Geiger et al., 2012),
but they are not designed to establish relationships between several
images. Instead of using multiple images, Sufiyan et al. (2023) use
360◦ panoramic images for end-to-end image-based localization
on both indoor and aerial scenes using deep learning-based
approaches. Park et al. (2021) present image-model registration
on large-scale urban scenes extracting semantic information from
street-view images. However, such stitched posed images or even
multiple projections of those images require several treatments
such as multi-band blending and exposure compensation (Fu et al.,
2018).

Simultaneous localization and mapping (SLAM) algorithms
such as RTAB-Map SLAM (Labbé et al., 2018), ORB-SLAM (Mur-
Artal et al., 2015), and LSD-SLAM (Engel et al., 2014) give precise
poses, but they often fail to achieve high-quality textures. Structure-
from-motion (SfM) approaches such as COLMAP (Schönberger
and Frahm, 2016; Schönberger et al., 2016) and OpenMVS (Cernea,
2020) are widely used for 3D reconstruction from multiple
images. These methods involve feature extraction, matching, and
triangulation to create 3D models. While effective, they often
require a large number of overlapping images and computational
resources.

Matterport (Chang et al., 2017) uses three stationary structured
cameras in a hardware enclosure to create a 3D mesh and
360◦ images. Matterport3D is particularly relevant as it uses
posed images and 360◦ images for texturing 3D meshes,
similar to our approach, making it a suitable baseline for
comparison. Similarly, Metareal (Metareal Inc., 2023) utilizes a
360◦ camera to capture data, creating a 3D model through the
detection of line segments manually within the 360◦ images. Such
advancements not only address challenges in data registration
but also open avenues for innovative applications across
various domains.

We propose a pipeline that uses a single 360◦ image for
texturing that better encompasses and represents the scene
information. Modern 360◦ cameras like RICOH THETA V
(Aghayari et al., 2017) are capable of generatingHDR images, which
further improve the texture quality. Addressing the limitations
of SLAM algorithms, we use the relationship between SIFT
features (Lowe, 2004) in posed images and the cubemap face
of a 360◦ image to minimize a custom objective function
that better represents the 3D nature of the data than usual
reprojection errors. Rather than computing 3D feature descriptors
as suggested in Panek et al. (2023), we use camera extrinsics
for projecting 2D features on a 3D plane. For 360◦ images,
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FIGURE 1

Overall system block diagram of our approach.

FIGURE 2

Cubemap projection of S (A), its Sf (B), and the corresponding Cbm (C).

FIGURE 3

The red and blue points represent features from the cubemap faces and their corresponding matched features across di�erent posed images

respectively (A). The goal is to minimize the perpendicular distance (D) between the line passing through red (Eb) and blue points ( EON). D is calculated

as the projection of EON on Eb, a unit vector along
E
OP̂ (B), using the Equation 7.

camera intrinsics are not required. The textures from the
360◦ image are finally projected using a custom raytracing
pipeline.

In the following sections, we provide an overview of our
method (Section 3) followed by a rigorous mathematical and
geometrical interpretation of our approach focused on alignment
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FIGURE 4

Geometric interpretation of the issue beyond or at poles during 360◦ image texturing. The triangles represent the triangle meshes on which textures

are to be projected (blue represents the actual position and red represents the apparent position). Due to the position of vertex B (in blue triangles)

near the poles of the uv map, the blue triangles are interpreted as red triangles.

FIGURE 5

Rainbow-like artifacts (A) due to the texture projection on red triangles instead of blue triangles (from Figure 4) observed on a spherical mesh. The

artifacts are removed (B) leveraging the periodic nature of 360◦ image textures.

estimation (Section 4), feature projection (Section 5), least squares
optimization (LSO) (Section 6), and texturing (Section 7). Section 8
shows the evaluation of the metrics, performance of our approach,
and comparison with RTAB-Map, COLMAP, and Matterport3D
as the baseline. We chose RTAB-Map as we use its posed images
for alignment, making it a suitable comparison for texture quality.
COLMAP, on the other hand, is chosen as a baseline, for our goal
is similar to SfM algorithms. Throughout the article, we refer to
2D perspective RGB images with known camera poses as “posed
images”.

3 Method overview

The overall pipeline is illustrated in Figure 1. Given a 360◦

image S and a set of posed images C, our objective is to achieve

an accurate alignment between S and the 3D mesh generated from

C. We obtain the pose for each image Qi and a dense 3D mesh

from RTAB-Map, which uses iterative sparse bundle adjustment

and loop closure algorithms (Labbe andMichaud, 2014) for optimal

image registration.
Using the front face from the cubemap projection of a S ,

we estimate the best match-posed image followed by feature

preprocessing, which involves the extraction of SIFT features

(Lowe, 2004), image filtering, and 2D to 3D feature projection.

Applying LSO on the processed features provides an optimal

transformation (Topt) for S , which is subsequently used to align

the S with the 3D mesh for texturing. In summary, the process

involves: (i) obtaining an initial transformation Tinit for a given

S , (ii) projecting 2D SIFT features from S and C on a 3D space,
(iii) using these features and Tinit to obtain Topt through the

Frontiers inComputer Science 04 frontiersin.org

https://doi.org/10.3389/fcomp.2024.1388174
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Khanal et al. 10.3389/fcomp.2024.1388174

FIGURE 6

Performance comparison of metrics max(a) and max(a2b−2) on the real-world dataset. The metric max(a2b−2) shows better performance than max(a)
both in terms of loss and convergence rate.

optimization of the point-line distance using the LSO, and (iv)
projection of S on the 3D mesh using raytracing algorithm.

4 Initial estimation

Since we use least squares optimization for obtaining the
optimal transformation Topt of S , we need an initial estimate Tinit

of that transformation. Rather than using random assignment, we
estimate Tinit based on the number of feature matches between a
posed image Ci ǫ C and the front face Sf of S . Out of the six faces of
the cubemap, we take the front face for initial estimation. However,
the choice of the cubemap face can be arbitrary. This choice only
impacts the estimation of Tinit as we later use features from all
the faces for optimization. We search for the best matching image
Cbm ǫ C to Sf as depicted in Figure 2. We leverage SIFT feature
descriptor, for its scale and rotation invariance. We compare the
SIFT features from Sf , Fi(Sf ) to those from all Cis, Fi(Ci).

Instead of the conventional way of using only the number
of feature matches to determine the best match of Sf among Ci.
Let a be the number of “good” feature matches between Fi(Sf )
and Fi(Ci), where a “good” match is determined using Equation 1.
Let b be the Frobenius norm (Horn and Johnson, 1990) of
the homography matrix between the keypoints from Sf and the
corresponding matched keypoints from Ci. The image (Cbm = Ci)
with max(amb−n) is chosen as the best matching image among C.
Here,m and n are constants determined empirically.

||Fi(Sf )− Fi(Ci)||

||Fi(Sf )− Fj(Ci)||
≤ 0.75 (1)

where Fi(Ci) and Fj(Ci) are the features in Ci representing the
first and the second best SIFT feature matches between Sf and Ci,
respectively.

By incorporating the Frobenius norm, our method balances the
number of good feature matches and the geometric transformation
between Sf and Ci. In general, given a homography matrix
between Sf and Ci, the Frobenius norm quantifies the amount
of geometric transformation including rotation, translation,

and scaling, required to map points from one image to the
corresponding points in the other image.

We specifically select Cbm by maximizing the metric amb−n,
ensuring that the selected image not only has a high number of
featurematches but also requiresminimal transformation, resulting
in amore accurate and reliable alignment. The comparison between
the alignment results from the metrics max(a) and max(amb−n) is
described in Section 8.1.1.

For our experiment, we find m = n = 2 as appropriate
choices. This choice ensures a quadratic relationship, balancing
the influence of the number of good matches and the Frobenius
norm maintaining the simplicity of the calculations. The initial
estimate Tinit is determined by the inversion of the pose Qbm of
Cbm. This accounts for the difference between the world and camera
coordinate systems.

5 Feature projection

It is essential to address the inherent challenge posed by
the difference in dimensions between Fi(Ci) and the 3D nature
of Tinit , so we project 2D features into 3D space. Moreover,
Fi(Sf )s originally in the spherical coordinate system require
transformation to the Cartesian coordinate system.

5.1 2D to 3D projection

We use camera intrinsic matrix K, and extrinsic matrix [R | t]
as the inverse of the pose matrix Q = {Qi}, which maps a 2D pixel
coordinate of the respective SIFT feature Fi(Ci) to a 3D point Pi as
given by Equation 2 (Imatest, 2023):

P[X Y Z]T = RTK−1[u v 1]T − RT t (2)

where R is the rotation matrix, t is the translation vector, and
(u, v) are pixel coordinates in (x, y) image axes along the width and
height of the image.

This method of 2D to 3D projection provides an equivalent
representation of the features for our algorithm, thus eliminating

Frontiers inComputer Science 05 frontiersin.org

https://doi.org/10.3389/fcomp.2024.1388174
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Khanal et al. 10.3389/fcomp.2024.1388174

TABLE 1 Parameters and metrics for Cbm selection as discussed in Section

4 with their LSO losses.

Dataset Image ID Metric Loss

a a2b−2

office_1
87 342 0.679 0.017

89 333 8.788 0.013

office_2
1 151 11.521 0.013

130 121 1.369 0.015

kitchen
4 415 93.789 0.017

7 420 3.738 0.022

room
70 76 0.025 0.013

67 86 0.016 0.017

The numbers in bold represent their corresponding extrema.

the dependency on depth maps. Therefore, we choose this
projection method over the use of depth information. Moreover,
it is efficient in terms of the runtime of the algorithm. Even among
the matched feature points Pi(Ci), not all of them are spatially close
to each other, as they may be distributed in various directions in the
3D space. Such outliers can affect the performance of LSO. Hence
to identify the clustered features P′i(Ci) ⊂ Pi(Ci), we use a naive
outlier rejection algorithm that excludes all Pi(Ci) lying outside a
sphere of radius 0.5 around Pi(Sf ) as shown in Equation 3.

P′i(Ci) = {Pi(Ci) : ||Pi(Sf )− Pi(Ci)|| ≤ 0.5} (3)

5.2 Spherical to cartesian projection

Let (θ ,φ) be the unique longitude and latitude of a feature
Fi(Sf ). We can project 2D features Fi(Sf )s onto a unit sphere using
spherical to Cartesian coordinate conversion.

x = sin(90◦ − φ)cos(−θ)

y = sin(90◦ − φ)sin(−θ)

z = cos(90◦ − φ) (4)

In the world coordinate system (WCS), coordinates are
typically projected along the +X-axis, whereas in the camera’s
coordinate system, they are projected along the +Z-axis. To align
these different conventions, we apply a correction using a rotation
matrix Rcorr . This matrix rotates the spherical coordinate Pi(Sf ) =
[x y z]T by 90◦ on both X and Z axes. This correction ensures
that the spherical points from Sf are properly aligned with P′i(Ci)
when transformed using Tinit .

Rcorr =







0 −1 0
0 0 −1
1 0 0







All these processes of feature projection are repeated for the
features on all the cubemap faces excluding the top and bottom as
they generally contain ceilings and floors with a lower number of
features.

6 Least squares optimization

As a Fi(Sf ) can have matches across different Cis, we augment
Pi(Sf ) to match P′i(Ci) followed by decomposition of Tinit into
an initial state matrix ρ0 = (tx, ty, tz ,α,β , γ ). The state matrix
ρ represents six degrees of freedom (dof) of the transformation
matrix T. Equations 5 and 6 give the relationship between T and
its ρ.

T =











cβcγ sαsβcγ − cαsγ cαsβcγ + sαsγ tx
cβ sγ sαsβ sγ + cαcγ cαsβ sγ − sαcγ ty
−sβ sαcβ cαcβ tz
0 0 0 1











(5)

where s and c represent sine and cosine functions respectively.

α = arctan

(

T32

T33

)

, β = arctan

(

−T31
√

T32
2 + T33

2

)

,

γ = arctan

(

T21

T11

)

(6)

Since, the domain points Pi(Sf ) and observation points P′i(Ci)
are taken from two different projections, that is, spherical surface
(360◦ image) and plane (posed images) respectively, we implement
an objective function ei representing the perpendicular distance
D from the observation point (N) to the line drawn by joining
[tx, ty, tz] and the predicted point P̂i(Sfi ) (Nagwa, 2023) as shown
in Figure 3. We also refer to this objective function as an error
function as it quantifies the error as the distance between Pi(Sf ) and
the corresponding P′i(Ci).

D = ei =
‖
−→
ON ×

−→
b ‖

‖
−→
b ‖

(7)

While the conventional approach in reconstruction tasks is to
minimize the reprojection error, we opt to minimize the point-
line distance due to distinct advantages. The point-line distance
method maintains dimensional consistency between our spherical
and Cartesian coordinates, accurately captures the geometric
distribution of features, and reduces computational complexity. It
consequently leads to a faster convergence.

We obtain the final (optimal) state matrix ρopt from ei and its
Jacobian Ji using the Levenberg–Marquardt algorithm (Marquardt,
1963) followed by iterative training of a stochastic gradient descent
(SGD) (Rumelhart et al., 1986) algorithm with a small learning rate
λ as shown in Equation 9:

Ji =
∂ei

∂ρ
, H =

∑

Ji
TJi, b =

∑

Ji
Tei (8)

where ρ = (tx, ty, tz ,α,β , γ ).

ρi+1 = ρi − (H + λI)−1b (9)

where I is an identity matrix of the same order as that of H.
Finally, Topt is computed from ρopt using Equation 5.
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FIGURE 7

Comparison of texture alignment with 3D mesh using the transformations obtained with metrics max(a) and max(a2b−2). The metric max(a2b−2) yields

more precise alignment than max(a). The missing triangle mesh regions (white) are due to the holes in the input 3D mesh which we later compensate

for using the hole-filling algorithm as described in the Appendix 1.

7 Texture projection

Given a 3D mesh M with vertices V = (x, y, z), we correct
V with respect to Topt followed by a texture correction matrix

Ttexture, which ensures the texture projection as per the Manhattan
World assumptions. In our case, the texture correction matrix has
an Eulerian angle of -π

2 along both the X and Y axes.

V ′ = Ttexture(ToptV
T) (10)
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FIGURE 8

P′
i
(Ci) (blue) and Pi(Sf ) (red). (A) shows the position of 3D features before optimization and (B) shows their position during initialization. The black

boundary lines represent one of the cubemap faces (front face), the green ellipses represent the corresponding features in P′
i
(Ci) and Pi(Sf ), and the

orange-dotted arrows represent the rays traced from the features for texturing.

1: Input: Input 360◦ image (S), posed images (Ci ǫ C)

with pose Qi

2: Output: Optimal state matrix (ρopt)

3: Initialize Tinit = I4×4

4: for all Ci do

5: Compute SIFT features Fi(Ci)

6: end for

7: for all cubemap faces Sf do

8: Compute SIFT features Fi(Sf )

9: Compute metric max(amb−n)

10: Obtain Cbm and Qbm using max(amb−n) from Ci

and Qi

11: if Sf is frontface then

12: Tinit = Qbm

13: end if

14: end for

15: Convert 2D features Fi(Sf ) in spherical

coordinate system to 3D Cartesian coordinates

Pi(Sf )

16: Apply Rcorr to Pi(Sf )

17: Convert 2D SIFT features Fi(Ci) to 3D projection

Pi(Ci)

18: Filter unwanted features P′i(Ci) = {Pi(Ci)| ||Pi(Sf ) −

Pi(Ci)|| ≤ 0.5}

19: Compute ρ0 through decomposition of Tinit

20: Iteratively update ρi through least squares

optimization given the objective function ei

Algorithm 1. 360◦ image alignment algorithm.

We convert V ′ to polar coordinates (θ ,φ). Since the 360◦

images we use are in equirectangular projection, we adjust (θ ,φ)
as per the dimensional ratio of equirectangular map (2:1) such

that the (θ ,φ) represent the (latitude, longitude). We then convert
(latitude, longitude) to pixel coordinates (u, v) as per the standard
coordinate transformation (Equations 11 and 12).

latitude =

{

θ + π , if θ < 0

θ , otherwise
,

longitude =

{

φ + 2π , if φ < 0

φ, otherwise
(11)

(u, v) =

(

1− longitude

2π
,
1− latitude

π

)

(12)

360◦ images contain the same textures on the extreme north
pole and extreme south pole of a uv map and as a result, while
assigning textures to each triangle mesh, the position of triangle
mesh vertices beyond or at the poles are interpreted as the position
on the opposite side of the uvmap as shown in Figure 4.

Due to the periodic nature of 360◦ image textures, the vertices
of blue and red triangles are actually the same. As a result, instead
of projecting textures on the blue triangle, the same textures are
projected on the red triangle. This introduces rainbow-like artifacts
for all such triangles as shown in Figure 5. This is a common
problem with most texturing algorithms. To solve this issue, we
utilize the same periodic nature of 360◦ images—we translate the
triangles along the u-axis1 by a translation factor of 0.5 for such
cases. This translation repeats the (u, v) coordinates in the region
beyond the poles thus correctly identifying the actual position of
vertices of the triangle to be textured.

1 We do not translate along the v-axis as we have a single 360◦ image,

however, in case of vertically stacked 360◦ images (such as atlas) translation

along v-axis is required.
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FIGURE 9

Performance of our approach at di�erent iterations during LSO. The loss function exponentially decreases for all the scenes. Comparing the initial,

intermediate, and final iterations shows significant improvement in the alignment process as highlighted by the green ROI.

8 Results

8.1 Evaluation

8.1.1 Best match parameter evaluation
As explained in Section 4, we evaluate the performance of

our algorithm using two distinct metrics: max(a) and max(a2b−2)
to identify Cbms. Figure 6 and Table 1 show that max(a2b−2)
consistently yields lower loss compared to max(a) during LSO.
Moreover, as shown in Figure 7, the initial transformation
estimated using Cbm based on max(a2b−2) gives significantly

robust alignment compared to the estimation based on max(a).
On all the scenes, the transformations obtained with the metric
max(a2b−2) show a better alignment of textures with the 3D mesh
than those with the metric max(a). This emphasizes the critical role
of parameter b and max(a2b−2) metric, even after obtaining the
maximum number of good feature matches between the Sf and Ci.

8.1.2 Feature alignment and pose optimization
With the transformation Tinit converted to ρ0 using Equation 5,

the algorithm leverages standard SGD for the LSO, with a learning
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FIGURE 10

3D mesh (B) obtained from Azure Kinect mounted in a tripod with custom-designed hardware (A) and the 360◦ image in equirectangular projection

(D) from RICOH THETA V (C). Azure Kinect and RICOH Theta V are mounted on the same tripod maintaining similar levels.

rate of 1e−3. The initial alignment disparities between Pi(Sf ) and
P′i(Ci) for a given face of the cubemap are evident as indicated by
the green ellipses in Figure 8. However, these disparities diminish
progressively with iterations. A closer analysis reveals that due
to the selection of the front face features for initial estimation,
Pi(Sf ) are initially more tilted toward one side of the 3D features.
However, the inclusion of features from all the faces of the cubemap
for optimization eventually results in a more centralized feature
localization.

As illustrated in Figure 9, our algorithm demonstrates
consistent loss reduction across all the scenes over successive
iterations further supporting the performance of the algorithm.
Moreover, the green bounding boxes highlight the region of
interest (ROI) for comparison of the precision of alignment for
initial, intermediate, and final iterations. This shows a significant
improvement in the alignment, ultimately giving the least error
at the point of convergence. The final iteration typically yields
the most accurate alignment, although instances of local minima
convergence can be observed. In such cases, early stopping proved
beneficial by selecting transformations from the intermediate
iterations that offered better alignment.

8.2 Experiments

8.2.1 Comparison on real-world scenes
We use Azure Kinect (Microsoft, 2023) to capture the posed

images (C) for its ability to capture detailed 3D data with minimal
noise in depth maps (Rijal et al., 2023). As shown in Figure 10,
we mount the Azure Kinect camera on a tripod facilitating
the controlled rotation across the different pans and tilts to
achieve nearly 360◦ panoramic coverage of a scene. However,
due to hardware constraints, we exclude the nadir and the zenith
corresponding to the tilts beyond a range of [−75◦, 75◦]. We
utilize RTAB-Map (Labbé et al., 2018) SLAM pipeline to obtain
posed images and 3D meshes. Following this, we position the
RICOH Theta camera on the same tripod to capture 360◦ images
maintaining similar levels to the Azure Kinect.

The problem of estimating the transformation for Sf using
pre-registered Cis resembles standard SfM approaches where new
images can be integrated into an existing system of posed images
by extracting features, matching them with pre-registered images,

1: Input: 3D mesh (M), 360 image (S), optimal

transformation matrix (Topt)

2: Output: Textured 3D mesh (Mtex)

3: Obtain vertices V = (x, y, z) of M

4: Initialize a uvs list: uvs[ ]

5: for all v in V do

6: Transform v with Topt

7: Correct v with Ttexture

8: Convert v to polar coordinates (θ ,φ)

9: if θ < 0 then

10: θ = θ + π

11: end if

12: if φ < 0 then

13: φ = φ + 2π

14: end if

15: Convert polar coordinates (θ ,φ) to pixel

coordinates (u, v)

16: uvs[ ]+ = (u, v)

17: end for

18: Assign pixel coordinates, Mtex .uvs = uvs

19: Assign textures, Mtex .textures = Sflipped

Algorithm 2. Raytracing algorithm.

and then triangulating the feature points to obtain the pose of
the newly integrated image. We compare our texture alignment
results with those of COLMAP (Schönberger and Frahm, 2016;
Schönberger et al., 2016), a popular SfM tool.We utilize COLMAP’s
feature extraction and matching, update the camera intrinsics, and
triangulate the matched features to integrate Sf into the existing
SLAM system of Cis. Using the transformation calculated for Sf in
this system, we align the 360◦ image for texturing. Figure 11 shows
the comparison of final alignment quality between COLMAP and
our approach.

COLMAP primarily relies on traditional SfM techniques
designed for perspective images, which limits its ability to register
an entire 360◦ image within a SLAM system of perspective-posed
images. Therefore, the front face is chosen as the reference for
the 360◦ image. While other faces can also be registered within
the same system, they do not contribute to the overall alignment
of the 360◦ image and act independently. This reliance on only
the front face for image registration causes COLMAP to localize
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FIGURE 11

Texture alignment results from di�erent approaches: original 3D mesh from RTAB-Map (left), re-textured mesh with transformation obtained from

COLMAP (middle), and our approach (right).

features toward one side, neglecting features from other faces.
In contrast, our approach incorporates features from all faces,
resulting in a more robust and accurate feature alignment as shown
in Figure 8. This feature alignment is further corroborated
by Figure 11, which shows better texture alignment with
our approach.

Specifically, our method consistently achieves higher values in
image similarity metrics such as PSNR (peak signal-to-noise ratio)
and structural similarity index (SSIM), indicating better alignment
quality. PSNR measures the ratio between the maximum possible
value of a pixel and the power of the noise affecting the image,
with higher values representing better texture alignment. SSIM
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TABLE 2 Comparison of PSNR, SSIM, and LPIPS metrics between COLMAP and our approach on the real-world dataset.

Dataset
PSNR SSIM LPIPS

COLMAP OURS COLMAP OURS COLMAP OURS

office_1 28.198 28.225 0.630 0.665 0.471 0.357

office_2 28.354 28.363 0.694 0.698 0.625 0.392

kitchen 28.338 28.942 0.600 0.735 0.629 0.434

room 28.308 30.060 0.480 0.738 0.712 0.322

Bold values represents the best performances for a given type of comparison.

FIGURE 12

Reference image obtained from the 3D mesh generated with RTAB-Map used for comparing similarity metrics on COLMAP and our approach.

assesses the similarity between two images, with higher values
indicating greater structural similarity. Moreover, our approach
yields lower values in the perceptual similarity metric LPIPS
(Learned Perceptual Image Patch Similarity), which measures
perceptual differences between images, with lower values indicating
better perceptual alignment. The results presented in Table 2 clearly
demonstrate that our approach outperforms COLMAP.

For calculating these metrices, we use the 2D projection of the
3D mesh region, which corresponds to the front face of its 360◦

image. We take the region selected from 3D mesh generated by
RTAB-Map as the reference, and compare with COLMAP and our
approach on the same region from the texture-projected mesh.
An example of images used for reference and comparison on
office_2 scene is shown in Figure 12.

8.2.2 Comparison with Matterport3D dataset
We also evaluate our algorithm on the Matterport3D dataset

(Chang et al., 2017), which contains 90 RGBD real-world scenes
featuring 10,800 panoramic views. Due to the differences in the
texture alignment and projection methods used by Matterport3D
and our approach, in this section, we present a performance
evaluation of our approach on the Matterport3D dataset instead of
a direct comparison. Leveraging posed images, depth maps, poses,
and intrinsics from the dataset, we construct a TSDF volume for the
3D mesh of a scene to establish a baseline for evaluation.

The number of posed images per scene in the Matterport3D
dataset is notably less (18) than what our algorithm typically
requires (∼60). Due to the inherent nature of SGD, the limited
number of posed images results in a reduced set of features for
optimization, posing a risk of overfitting the objective function.
This can cause the algorithm to favor regions with dense feature

points, allowing the pose of the 360◦ image to drift away from
the ideal uniform alignment toward the center of projection of the
ground truth mesh. To address this problem, we implement early
stopping during the optimization process to ensure minimal drift.

Figure 13 illustrates the performance of our algorithm on four
different scenes from the Matterport3D dataset selected based
on the presence of walls, which facilitates better comparison of
texture projection including potential misalignments. While our
algorithm shows overall effectiveness on a large scale, a closer
inspection reveals subtle drifts from the ground truth textures,
especially around the center of projection. These misalignments are
quantified using PSNR, SSIM, and LPIPS metrics in Table 3. As the
ground truth poses are available for the Matterport3D dataset, we
also compute the pose drift of our approach using MSE.

9 Discussion

In this article, we introduced a novel methodology for aligning
a 360◦ image with its corresponding 3D mesh using a custom
objective function for least squares optimization. The results show
that our approach significantly reduces the spatial drift between
the 3D mesh and the 360◦ image. The precision of this alignment
is further visualized from the alignment of features extracted
from the posed and 360◦ images. For the critical task of texture
projection, we introduced a customized raytracing algorithm. Our
approach allows for accurate texture projection using the optimal
alignment transformation while addressing the inherent texturing
issue (rainbow-like artifacts) at the poles of 360◦ images, thus
enhancing the quality of the textured mesh.

We also evaluated our approach with baseline approaches
such as RTAB-Map, COLMAP, and Matterport3D. Compared
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FIGURE 13

Performance of our algorithm with a few scenes (identified by their truncated panorama_uuid) from Matterport3D dataset. The highlighted regions

show areas of minor misalignments from our approach as compared to the textures from Matterport3D.

with the RTAB-Map, our method demonstrated better texture
quality measured using image similarity metrics. Unlike SfM
approaches like COLMAP, our approach takes into account the
features from all the cubemap faces, thus preventing the local
convergence of SGD loss. As a result, the transformations obtained
from our approach provided a better texture alignment than the
COLMAP. With the Matterport3D dataset, our method showed
commendable performance, albeit withminormisalignment issues.
This misalignment is primarily due to the limited number of images

available for each scene in the Matterport3D dataset. We also
quantified the performance of our approach with standard image
similarity metrics such as PSNR, SSIM, LPIPS, and MSE. The
implications of our approach hold promise for advancing domains
such as 3D reconstruction and virtual tours to enhance realism and
accuracy.

The current pipeline is effective but not without limitations.
One significant challenge is the tendency for alignment to
skew toward areas with a higher concentration of SIFT
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TABLE 3 Performance metrics for our algorithm on the Matterport3D

dataset.

panorama_uuid PSNR SSIM LPIPS MSE

2a47f0 32.399 0.749 0.171 0.1887

1a4133 29.5301 0.695 0.191 0.2713

3a6d23 30.941 0.680 0.139 0.0357

9ea013 30.192 0.620 0.184 0.0283

MSE is computed using observed and ground truth poses, while the rest of the metrics are

computed as described in Section 8.2.1. The panorama_uuids represent the scene ids of

the Matterport3D scenes shown in Figure 13.

features, a limitation not unique to our method but inherent
in classical feature alignment techniques. Moreover, while
deep learning approaches like Superpoint (DeTone et al.,
2018) offer improved performance, they are constrained
in textureless regions. The computational intensity of our
least squares optimization, particularly due to its numerous
non-linear components, is a potential area for further
refinement. Additionally, due to the nature of 360◦ image,
texturing is best viewed from the center of projection
and gradually warps with increasing distance from the
center.

10 Conclusion and future works

Our proposed methodology for 360◦ image alignment
with corresponding 3D mesh and a customized texture
projection algorithm holds promise for advancing domains
such as 3D reconstruction and virtual tours. Despite its
limitations regarding alignment tendencies for a limited
number of posed images and computational intensity,
our approach is comparable to the baseline methods and
outperforms the widely used SfM and reconstruction
approaches in the industry such as COLMAP and
RTAB-Map.

Our future research is to optimize our pipeline further
and extend its applications. Initially conceived for indoor
environment modeling in virtual tours, we aim to conduct
rigorous testing of our methodology in such applications in
the near future. The current hardware limitations, especially
the Azure Kinect’s restricted distance coverage, often cause
odometry loss during outdoor scene captures. Addressing
this limitation, future research will explore alternative
hardware with wider distance coverage capabilities, thus
enhancing our pipeline’s suitability for outdoor environments
as well.
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Appendix 1

The 3D mesh obtained from RTAB-Map initially contains a
large number of holes due to the lack of 3D points in those regions.
To address this, we leverage the CGAL’s hole-filling pipeline (Alliez
and Fabri, 2016) followed by our texturing method.

In the case of 3D meshes with complete scenes such as room
and kitchen, the texture projections are accurately aligned.
However, the partially captured scenes such as office_1 and
office_2 suffer mesh deformations. Specifically, the hole-filling
algorithm’s tendency to produce water-tight meshes results in
noticeable deformations, particularly at the curved extremities.
This underscores the need for capturing complete scenes to fully
leverage the hole-filling process to obtain complete, accurate, and
clean results.
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FIGURE A1

Textured meshes using di�erent approaches: original 3D mesh (left), re-textured mesh (middle) with the proposed method, and hole-filled

re-textured mesh (right).
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