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Editorial on the Research Topic

Explainable artificial intelligence

Despite rapid advancements in the predictive performance of Machine Learning (ML)

algorithms across different domains, there is a hesitancy to adopt complex black-box models

in human-ML collaborative systems, especially in mission-critical domains (Adadi and

Berrada, 2018; Gunning et al., 2019). Appropriately understanding the MLmodel’s decision-

making process, adequately trusting its predictions, and understanding its weaknesses to

provide corrective actions enable more effective human-ML collaboration. To address this

gap, the field of Explainable/Interpretable AI (XAI) has received increased attention in

recent years. In this growing body of work, the main goal is to develop ML systems that

can explain the rationale behind predictions, characterize their strengths and weaknesses,

and convey an understanding of how they will behave in the future without compromising

predictive performance.

In this backdrop, our goal was to provide researchers a venue to publish their work in

XAI methodological research in four overlapping areas: Explaining to justify, Explaining

to improve, Explaining to control, and Explaining to discover. Further, we emphasize

evaluation strategies for XAI methods that connect with specific use cases, propose

evaluation metrics, and assess real-world impact. We believe these areas represent crucial

areas in XAI literature that require further attention. Our Research Topic provided a

platform for interdisciplinary research that combines computer science, machine learning,

and social science methods to design, develop, and evaluate XAI systems. We accepted five

articles with novel ideas and techniques, with a focus on human-in-the-loop XAI systems.

This editorial summarizes their contributions and provides the editors’ points of view on

future research directions for XAI.

One of the main focus areas of this topic is application-grounded and human-grounded

methods and metrics for evaluating the effectiveness of explainable ML methods in

different settings. These methods enable measuring how effective an XAI method is at

informing human-ML collaboration and are necessary for benchmarking the large body

of methodological work in the field (Silva et al., 2022). Hoffman, Mueller et al. present a

framework for achieving a pragmatic understanding of AI systems. The proposed framework

enables developers and researchers to (1) assess the a priori goodness of explanations, (2)

assess users’ satisfaction with explanations, (3) reveal users’ mental model of an AI system,

(4) assess user’s curiosity or need for explanations, (5) assess whether the user’s trust and

reliance on the AI are appropriate, and (6) assess how the human-XAI system performs at a
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given task. This work further contributes through an extensive

literature survey on the topic and psychometric evaluations of

these approaches.

The fundamental question of “Does the outcome of an XAI

system provide enough depth for the user’s sensemaking?” remains

a challenging question. Hoffman, Jalaeian et al. approach this

through a cognitive theory perspective and present a framework—

that they refer to as an Explanation Scorecard—for reflecting the

depth of an explanation, i.e., the degree to which an explanation

supports the user’s sensemaking. Their approach allows users to

conceptualize how to extend their machine-generated explanations

to support the development of a mental model. This work provides

a base for converging AI systems and human cognition to build

appropriate trust in the XAI system.

Model-agnostic XAI methods allow the decoupling of

explanation generation methods and machine learning models,

providing more flexibility over model-specific explainable

methods (Molnar, 2023). Björklund et al. present a novel model-

agnostic explanation method—SLISE—for interpreting individual

predictions of black box models. Unlike many popular model-

agnostic XAI methods, SLISE does not require generating artificial

samples. Experimental results show that SLISE can generate more

generalizable explanations. Further, the authors show that it is

usable across different domains as it can handle different input

data types.

Trustworthy AI is a widely discussed research area with strong

parallels to XAI.1 ,2 Although transparency is often regarded as a

fundamental stepping stone to achieving trustworthy AI, it has

been difficult to measure a direct correlation between transparency

and trust. Scharowski et al. present a study of the influence that

human-centered explanations have in user’s trust in AI systems. In

the study, they use reliance on AI recommendations as a measure

of trust. They consider two human-centered post-hoc explanations:

feature importance and counterfactuals (Molnar, 2023). Although

they find counterfactuals have an effect on reliance, the type of

decision made by the AI has a larger influence. They conclude that

trust does not necessarily equate to reliance and emphasize the

importance of appropriate, validated, and agreed-upon metrics to

design and evaluate human-centered AI.

Among the different explanation types existing in the literature,

counterfactual explanations allow users to explore how the

outcome of a ML model changes with perturbations to the

1 Ensuring Safe, Secure, and Trustworthy AI. The White House,

United States of America. Available online at: https://www.whitehouse.gov/

wp-content/uploads/2023/07/Ensuring-Safe-Secure-and-Trustworthy-AI.

pdf.

2 Trustworthy AI, IBM Research. Available online at: https://research.ibm.

com/topics/trustworthy-ai.

model inputs (Mothilal et al., 2020; Poyiadzi et al., 2020). While

counterfactual explanations promise an avenue for exploring the

ML model’s decision-making process, their usability is yet to be

thoroughly explored. To address this gap, Kuhl et al. present Alien

Zoo, a game-inspired, web-based experimental framework that

allows evaluation of the usability of counterfactual explanations

aimed at extracting knowledge from AI systems. Their proof-of-

concept result demonstrates the importance of qualitatively and

quantitatively measuring the usability of XAI approaches.

In this Research Topic, we found a couple of potentially

noteworthy future research directions for advancing XAI:

• Application-grounded and Human-grounded methods and

metrics for evaluating the effectiveness of explainable ML

methods at improving human-ML collaboration.

• Effective customizations of existing explainable ML methods

and their outputs to satisfy requirements of practical use cases.

• Designing and developing novel explainable machine learning

methods with targeted use cases.

• Defining metrics and measures for comparing and

benchmarking XAI methods.

We hope that readers will find this Research Topic as a useful

reference for the emerging field of XAI.
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