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The field of tactile augmentation has progressed greatly over the past 27 years and

currently constitutes an emerging area of research, bridging topics ranging from

neuroscience to robotics. One particular area of interest is studying the usage of

tactile augmentation to provide inclusive musical experiences for deaf or hard-

of-hearing individuals. This article details a scoping review that investigates and

organizes tactile displays used for the augmentation of music from the field of

hearing assistive devices, documented in 63 scientific publications. The focus is

on the hardware, software, mapping, and evaluation of these displays, to identify

established methods and techniques, as well as potential gaps in the literature.

To achieve this purpose, a catalog of devices was created from the available

literature indexed in the Scopus® database. We set up a list of 12 descriptors

belonging to physical, auditory, perceptual, purpose and evaluation domains; each

tactile display identified was categorized based on those. The frequency of use

among these descriptors was analyzed and as well as the eventual relationship

between them. Results indicate that the field is relatively new, with 80% of the

literature indexed being published after 2009. Moreover, most of the research is

conducted in laboratories, with limited industry reach. Most of the studies have

low reliability due to small sample sizes, and sometimes low validity due to limited

access to the targeted population (e.g., evaluating systems designed for cochlear

implant users, on normal hearing individuals). When it comes to the tactile displays,

the results show that the hand area is targeted by the majority of the systems,

probably due to the higher sensitivity a�orded by it, and that there are only a

couple of popularmapping systems used by themajority of researchers. Additional

aspects of the displays were investigated, including the historical distribution of

various characteristics (e.g., number of actuators, or actuators type) as well as

the sonic material used as input. Finally, a discussion of the current state of the

tactile augmentation of music is presented, as well as suggestions for potential

future research.
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1. Background

This section presents the rationale and objectives that form

the basis for the scoping review detailed in the current paper.

Subsequently, the field of vibrotactile augmentation is introduced

along with a collection of relevant definitions.

1.1. Objectives

This article presents a scoping review of vibrotactile displays

in the field of hearing assistive devices documented in 63 scientific

publications. The main goal is to present a window into the

relatively new research field of Tactile Music Augmentation—a

research area that has particular applications for deaf or hard-of-

hearing (D/HOH) individuals (Sorgini et al., 2018). The articles

included are described in terms of hardware, software, mapping,

and evaluation of the displays, to provide pointers toward common

methods and techniques, as well as potential shortcomings and

opportunities.While the primarymotivation for the current work is

to aid hearing impaired individuals, the majority of the technology

analyzed is designed for average users. However, there is no

evidence of a difference between the haptic sense of populations

with hearing loss and those with normal hearing, as the most

significant differences (if any) are typically thought to be perceptual,

as demonstrated by Rouger et al. (2007). Thus, we believe that the

devices intended for the general public have the potential to help

D/HOH individuals just as well, and we have included them in

our analysis. The Scopus R©1 database was queried and the eligible

articles were dissected to create Table 1.

To provide an overview of the research field of vibrotactile

augmentation of sound, we sought to meet the following research

objectives:

• Identify the state-of-the-art and understand how research

efforts have changed over the years.

• Understand the most successful and promising strategies for

augmenting music with tactile stimulation

• Identify gaps in current research

• Provide a starting point with a strong foundation for

designers, researchers, and practitioners in the field of

vibrotactile augmentation.

By reaching these goals, this review will address the following

research questions: "What are the most successful applications of

vibrotactile augmentation?,” "What is the historical distribution?"

and "What are the most popular actuators, processing techniques,

and mappings?"

More specifically, this review will summarize research findings

published over 27 years, in order to learn which type of actuators,

body areas, mappings, processing techniques, and evaluation

practices are most common, and how these factors have evolved

over the years. In addition to this, such an examination could

identify potential relations between different system components

(e.g., type of actuators and type of signal processing used).

1 www.scopus.com

This would not imply that such correlations are the most

successful, but it will suggest starting points for new vibrotactile

augmentation applications.

This article accompanies previous reviews in the field of

vibrotactile augmentation, and should be seen as complementary.

The review covering a similar sample of literature was documented

by Remache-Vinueza et al. (2021), who examined the methods

and technologies used in the tactile rendering of music. Their

work focuses on music through the touch modality in the general

sense and encompasses literature covering use cases extending

past vibrotactile augmentation of music, and thus the authors

analyze works from a different perspective than this article. Other

similar work includes a review of haptic wearables (Shull and

Damian, 2015), a review of wearable haptic systems for the hands

(Pacchierotti et al., 2017), as well as a review of clinically validated

devices that use haptic stimulation to enhance auditory perception

in listeners with hearing impairment (Fletcher, 2021). In addition

to these publications, in Papetti and Saitis (2018), the field of

Musical Haptics is discussed extensively. Any researcher or designer

interested in the field of vibrotactile augmentation is strongly

encouraged to study these publications as well.

1.2. Vibrotactile music augmentation–A
short overview

Research on cutaneous augmentation has been conducted since

the beginning of the twentieth century, focusing on thresholds of

sensitivity by using tuning forks (Rydel and Seiffer, 1903). This

primitive approach was abandoned in the follow-up work in favor

of electronic transducers, and by 1935, it was known that the

peak skin sensitivity is somewhere in the range of 200–250 Hz

(Setzepfand, 1935). In 1954, A. Wilska mapped the threshold for

35 areas spread across the entire body (Wilska, 1954).

Music is complex and has been written and performed with

respect to the hearing capabilities of humans. While vibrotactile

augmentation can manipulate percepts, it is important to outline

the musical dimensions that can be perceived through tactile

stimulation alone, to better understand and evaluate the effect

of multisensory integration. Rhythm—the temporal relationship

of events in a musical context—is arguably the first aspect to be

discussed, as it is fairly well transmitted through tactile channels

(Jiam and Limb, 2019). Substantial research has been dedicated

to understanding the vibrotactile rhythm, investigating its impact

on music aesthetics (Swerdfeger et al., 2009; Hove et al., 2019),

and in regards to D/HOH individuals, its enhancement properties

(Gilmore and Russo, 2020; Aker et al., 2022) as well as its

interaction with the auditory counterpart (Lauzon et al., 2020).

When it comes to pitch—the perceived (vibrotactile) frequency—

the bandwidth is very limited compared to the ear, but this does

not mean that humans cannot perceive pitch differences, only

that the just noticeable difference between intervals must be larger,

and the range is bound within 20 Hz–1,000 Hz (Chafe, 1993).

However, this has not stopped researchers from exploring the

potential of vibrotactile pitch with respect to music, either as in

isolation (Morley and Rowe, 1990), or more commonly in context

through Pitch Ranking or Melodic Contour Identification tasks
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TABLE 1 Description of the tactile displays analyzed in this study.

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

Pump-and-

Vibe (Haynes

et al., 2021)

Music

Enhancement

Lab Study 8 Mixed Sawtooth

wave

F0 extraction,

Beat

extraction

Complex

Mapping,

Pitch to

Position

Arm Yes Experience Normal

Hearing

20

Tactile

Phonemic

Sleeve (TAPS)

(Reed et al.,

2021)

Speech

Enhancement

Lab Study 24 Contact

speakers

Sine wave N/A Complex

Mapping

Arm Yes Discrimination Normal

Hearing

7

N/A

(Pavlidou and

Lo, 2021)

HAD, Speech

Enhancement

Lab Study 3 ERM Sine wave Phoneme

extraction

Complex

Mapping

Hands Yes N/A N/A N/A

mosaicOne_C

(Fletcher,

2021)

HAD, Music

Enhancement

General 4 ERM Sine wave N/A N/A Wrist Yes N/A N/A N/A

Syntacts

(Pezent et al.,

2021)

SW/HW

platform

General N/A Unspecified Various

Waveforms

N/A N/A N/A N/A N/A N/A N/A

N/A

(DeGuglielmo

et al., 2021)

Music

Enhancement

Lab Study 4 LRA Sine wave Spectrum

isolation,

Envelope

extraction

Pitch to

Position

Wrist Yes Discrimination Normal

Hearing

3

N/A (Turchet

et al., 2020)

Music

Enhancement

Artistic 4 ERM Sine wave N/A Complex

Mapping

Arm Yes Experience Normal

Hearing

20

N/A (Fletcher

and Zgheib,

2020)

HAD, Sound

Localization

Lab Study 2 EVT Sine wave Multiband

compression,

ILD

Enhancement,

Envelope

extraction

Auditory

Frequency to

Tactile

Frequency

Wrist No Discrimination Normal

Hearing

32

mosaicOne_B

(Fletcher

et al., 2020)

HAD, Pitch

Discrimination

Lab Study 12 ERM Various

Waveforms

F0 extraction Pitch to

Position

Arm Yes Music

Listening

Performance

Normal

Hearing

12

Tactile Tone

(Shin et al.,

2020)

HAD, Music

Training

Singing along

music

9 ERM Sine wave F0 extraction Complex

Mapping

Hands Yes Music

Listening

Performance

CI Users 2

N/A (Sharp

et al., 2020)

HAD, Music

Enhancement

Lab Study 6 Voice coil Music N/A N/A Hands Yes Discrimination Normal

Hearing, HA

Users, CI

Users,

D/HOH

10, 2, 6, 2

(Continued)
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TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

EarVR

(Mirzaei

et al., 2020)

HAD, Sound

Localization

VR, Lab

Study

2 ERM Square wave Amplitude

Thresholding

Auditory

Amplitude to

Tactile

Amplitude

Ears Yes Discrimination Normal

Hearing,

D/HOH

20, 20

Tasbi (Pezent

et al., 2020)

AR/VR

Human-

Computer

Interaction

N/A 6 LRA Sine wave N/A N/A Wrist Yes N/A N/A N/A

N/A (Luciá

et al., 2020)

HAD, AV

Enhancement

Lab Study,

Film

3 ERM Square wave Note onset

detection

N/A Hands Yes Experience Normal

Hearing,

D/HOH, HA

Users, CI

Users

9, 4, 1, 2

Sound forest

(Frid and

Lindetorp,

2020)

Digital

musical

instrument

(DMI)

Public

Exhibition

1 Voice coil,

Bass shaker

Sine wave,

Noise

N/A, LPF N/A Whole Body,

Feet

No Experience Normal

Hearing

4

N/A (Luo and

Hayes, 2019)

HAD, Music

Enhancement

Lab Study 1 ERM Sine wave F0 extraction Auditory

Frequency to

Tactile

Frequency

Wrist Yes Music

Listening

Performance

Normal

Hearing

8

GLOS (Giulia

et al., 2019)

HAD, Speech

Enhancement

Lab Study 5 ERM Sine wave Speech-to-

Text

Complex

Mapping

Fingers Yes Speech

Performance

Normal

Hearing

3

N/A (Trivedi

et al., 2019)

HAD, Music

Enhancement

Lab Study 4 Voice coil Piano Frequency

Thresholding

Pitch to

Position

Leg Yes Music

Listening

Performance

Normal

Hearing

5

N/A (Hove

et al., 2019)

Music

Enhancement

General 1 Subwoofer,

Bass shaker

Music LPF N/A Back No Experience Normal

Hearing

40

body:suit:score

(West et al.,

2019)

Music

Composition

N/A 60 ERM Sine wave Envelope

extraction, F0

extraction

Amplitude to

Position,

Pitch to

Position

Whole Body Yes N/A N/A N/A

N/A (Cieśla

et al., 2019)

HAD, Speech

Enhancement

Lab Study,

Concert

2 Voice coil Speech F0 extraction,

Envelope

extraction

Auditory

Frequency to

Tactile

Frequency

Fingers No Discrimination Normal

Hearing

12

N/A (Nakada

et al., 2018)

Music

Training

Lab Study 1 Voice coil Sine wave N/A Auditory

Frequency to

Tactile

Frequency

Hands Yes N/A N/A N/A

N/A (Egloff

et al., 2018)

Music

Enhancement

Lab Study 3 Voice coil Sine wave N/A N/A Flank, Fingers No Discrimination Normal

Hearing

18

(Continued)

F
ro
n
tie

rs
in

C
o
m
p
u
te
r
S
c
ie
n
c
e

0
4

fro
n
tie

rsin
.o
rg

https://doi.org/10.3389/fcomp.2023.1085539
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


P
a
isa

e
t
a
l.

1
0
.3
3
8
9
/fc

o
m
p
.2
0
2
3
.1
0
8
5
5
3
9

TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

MuSS-Bits++

(Petry et al.,

2018)

Music

Training

Lab Study,

Music

teaching for

DHOH

1 Voice coil Music Frequency

extraction,

Envelope

extraction

Auditory

Frequency to

Tactile

Frequency

Hands Yes Music

Listening

Performance

D/HOH 11

N/A (Huang

et al., 2018)

HAD, Music

Enhancement

Lab Study 1 Voice coil Music LPF N/A Fingers Yes Discrimination CI Users 17

LIVEJACKET

(Hashizume

et al., 2018)

Music

Enhancement

Lab Study 22 Mixed Music N/A Instrument to

Position

Whole Body Yes Experience Normal

Hearing

12

VibGrip++

(Kanebako

and

Minamizawa,

2018)

Music

Enhancement

Lab Study 5 Piezo Music N/A N/A Hands Yes N/A N/A N/A

Hedonic

Tactile Player

(Vallgårda

et al., 2017)

Exploratory General 3 ERM Square wave,

Sine wave,

Triangle wave

N/A N/A Whole Body Yes Experience Normal

Hearing

3

Basslet

(Lofelt, 2017)

Music

Enhancement,

Gaming

General 1 Voice coil Various

Waveforms

LPF N/A Wrist Yes N/A N/A N/A

N/A (Huang

et al., 2017)

HAD, Speech

Enhancement

Lab Study 1 Voice coil Speech F0 extraction,

Envelope

extraction

N/A Fingers Yes Discrimination CI Users 10

N/A (Florian

et al., 2017)

HAD, Music

Enhancement,

Dance

Lab Study 5 ERM Sine wave Envelope

extraction

N/A Arm Yes Experience D/HOH 45

N/A

(Tranchant

et al., 2017)

HAD, Music

Enhancement,

Dance

Lab Study 1 Bass shaker Music LPF N/A Whole Body,

Feet

No Music

Listening

Performance

Normal

Hearing,

D/HOH

14, 7

Smart Finger

Braille

(Ozioko et al.,

2017)

HAD, Speech

Enhancement

Lab Study 6 ERM Sine wave N/A N/A Fingers Yes Experience Normal

Hearing

3

Auris System

(Araujo et al.,

2017)

HAD, Music

Enhancement

Lab Study 11 Mixed Music F0 extraction,

Envelope

extraction

Auditory

Frequency to

Tactile

Frequency

Whole Body No Experience Normal

Hearing,

D/HOH

13

(Continued)
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TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

MuSS-Bits

(Petry et al.,

2016)

HAD, Music

Training,

Music Playing

Exploratory 1 ERM Sine wave Envelope

extraction

Auditory

Amplitude to

Tactile

Amplitude

Wrist Yes Experience D/HOH 11

Mood Glove

(Mazzoni and

Bryan-Kinns,

2016)

Film

Enhancement

Film 8 ERM Sine wave N/A Complex

Mapping

Hands Yes Experience Normal

Hearing

10

N/A

(Hopkins

et al., 2016)

Exploratory Lab Study 1 EVT Sine wave N/A N/A Fingers, Feet No Discrimination Normal

Hearing,

D/HOH

70, 14

N/A

(Armitage

and Ng, 2016)

Music

Enhancement,

Music

Composition

Artistic 16 ERM Square wave Binaural

auditory

rendering

Auditory

Spatialization

to Tactile

Spatilization

N/A Yes N/A N/A N/A

Silent Rave

Furniture

(Jack et al.,

2015)

Music

Enhancement

Concert 9 Voice coil Sine wave,

Noise

Vocoding Pitch to

Position

Back, Hands,

Feet

No Experience D/HOH 1

N/A (Hayes,

2015)

Music

Enhancement

Artistic 6 Mixed Square wave,

Music

N/A Pitch to

Position

Whole Body No N/A N/A N/A

CollarBeat

(Sakuragi

et al., 2015)

Music

Enhancement

Lab Study 2 Voice coil Sine wave,

Music

N/A N/A Whole Body No Experience Normal

Hearing

6

N/A (Young

et al., 2015)

Exploratory Lab Study 6 Voice coil Various

Waveforms

N/A N/A Hands Yes Discrimination Normal

Hearing

30

N/A

(Knutzen

et al., 2014)

Music Playing Lab Study 4 Voice coil Various

Waveforms

F0 extraction Gesture to

Tactile

Parameters

Fingers Yes Discrimination,

Experience

Normal

Hearing

5

N/A (Branje

et al., 2014)

Film

Enhancement

Lab Study 16 Voice coil Music, Noise Envelope

extraction,

Spectrum

isolation

Pitch to

Position

Back No Experience Normal

Hearing

59

(Continued)
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TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

(Hwang et al.,

2013)

Music

Enhancement

Lab Study 1 DMA Sine wave Spectrum

isolation

Auditory

Amplitude to

Tactile

Amplitude

Fingers No Experience Normal

Hearing

24

Haptic chair

(Nanayakkara

et al., 2013)

HAD, Music

Enhancement

Lab Study 4, 8 Voice coil Music N/A N/A Whole Body No Experience D/HOH 43, 12

N/A (Young

et al., 2013)

DMI Lab Study 6 Voice coil Various

Waveforms

N/A N/A Fingers No Discrimination Normal

Hearing

10

Haptic chair

(Nanayakkara

et al., 2012)

Speech

Enhancement

Lab Study 4 Contact

speakers

Speech N/A N/A Whole Body No Speech

Performance

D/HOH 20

Emoti-chair

(Baijal et al.,

2012)

Music

Enhancement

Lab Study,

Workshop

16 Voice coil Music Spectrum

isolation

Pitch to

Position

Back No Experience Normal

Hearing,

D/HOH

12, 6

N/A

(Tessendorf

et al., 2011)

Sound

Localization

Lab Study 4 ERM Sine wave N/A N/A Head No N/A N/A N/A

Emoti-chair

(Karam et al.,

2010)

Music

Enhancement

Lab Study 16 Voice coil Music Spectrum

isolation,

Instrument

isolation,

Pitch shift

Pitch to

Position,

Instrument to

Position

Back No N/A N/A N/A

N/A (Branje

et al., 2010)

Music

Enhancement

Lab Study 1 Voice coil Square wave N/A N/A Waist No Discrimination Normal

Hearing

4

N/A (Bothe

et al., 2004)

HAD, Speech

Enhancement

Lab Study 5 ERM Sine wave Spectrum

isolation

Pitch to

Position

Fingers Yes Speech

Performance

Normal

Hearing

N/A

N/A (Wada

et al., 1999)

HAD, Speech

Enhancement

Lab Study 64 Piezo Sine wave Spectrum

isolation,

Envelope

extraction,

Amplitude

modulation

Complex

Mapping

Fingers Yes Discrimination,

Speech

Performance

Unspecified Unspecified
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TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

N/A (Spens

et al., 1997)

HAD, Speech

Enhancement

Lab Study 2 Unspecified Unspecified Envelope

extraction

N/A Hands Yes Speech

Performance

Normal

Hearing

Unspecified

N/A (Milnes

et al., 1996)

HAD, Speech

Enhancement

Lab Study 1 Piezo Custom AM,

FM coding

Amplitude

Thresholding,

Spectrum

isolation

Complex

Mapping

Wrist Yes Speech

Performance

D/HOH 5

N/A

(Miyamoto

et al., 1995)

HAD, Speech

Enhancement

Lab Study 2 Piezo Unspecified

waveform

Spectrum

isolation

Pitch to

Position

Sternum Yes Speech

Performance

CI Users 10

N/A

(Osberger

et al., 1991)

HAD, Speech

Enhancement

Lab Study 7 Piezo Unspecified

waveform

Formant

tracking

Complex

Mapping

Sternum Yes Speech

Performance

D/HOH 2

N/A

(Weisenberger

and

Broadstone,

1989)

HAD, Speech

Enhancement

Lab Study 1 Unspecified Unspecified N/A N/A Wrist Yes Discrimination,

Speech

Performance

D/HOH 8

N/A

(Weisenberger

and

Broadstone,

1989)

HAD, Speech

Enhancement

Lab Study 16 LRA Sine wave Spectrum

isolation

Pitch to

Position

Arm,

Abdomen

Yes Discrimination Normal

Hearing

3

N/A (Yeung

et al., 1988)

HAD, Speech

Enhancement

Lab Study 16 Solenoids Square wave F0 extraction Pitch to

Position,

Pitch to

Amplitude

Arm Yes N/A N/A N/A

N/A

(Engebretson

and

O’Connell,

1986)

HAD, Speech

Enhancement

Lab Study 16 Solenoids Square wave Spectrum

isolation

Pitch to

Position

N/A N/A N/A N/A N/A

A complete explanation of the labels can be found in section 3.1.
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FIGURE 1

Archetype of a vibrotactile augmentation system.

(Hopkins et al., 2021). The last musical dimension that researchers

focus on in terms of its vibrotactile properties is the timbre—the

tempo-spectral characteristics of the stimulation that translates into

the perceived quality of the sound, anecdotally refereed to as the

color of sound or tone color. As with pitch discrimination, spectral

content discrimination is inferior to its auditory counterpart,

but there is evidence that humans can identify different spectral

characteristics as discrete sensations (Russo, 2019).

Using tactile stimulation to augment auditory signals was first

explored as hearing assistive devices focusing on improving speech

perception for the D/HOH communities. The first commercial

device that promised such results was called Tickle Talker

and was developed in 1985 by Cochlear Pty. Ltd under the

supervision of G. M. Clark—inventor of the cochlear implant

(CI) (Cowan et al., 1990). The Tickle Talker was a multichannel

electrotactile speech processor that presented speech as a pattern

of electrical sensations on 4 fingers. The stimuli presented

were processed similarly to the one for early-day CIs. Several

other devices emerged in the mid-late 90s that explored the

possibilities of using tactile stimulation to enhance speech for the

hearing impaired; these will be discussed further in the current

article.

What the early devices had in common with modern ones is

the fundamental principle they rely on multisensory integration,

pioneered by B. Stein & A. Meredith (Stein et al., 1993). This

mechanism links auditory and tactile sensations and describes how

humans form a coherent, valid, and robust perception of reality by

processing sensory stimuli from multiple modalities (Stein et al.,

1993). The classical rules for multisensory integration demand that

enhancement occurs only for stimuli that are temporally coincident

and propose that enhancement is strongest for those stimuli that

individually are least effective (Stein et al., 1993). This is especially

useful for CI users that are shown to be better multisensory

integrators (Rouger et al., 2007).

For this integration to occur, the input from various sensors

must eventually converge on the same neurons. In the specific

case of auditory-somatosensory stimuli, recent studies demonstrate

that multisensory integration can, in fact, occur at very early

stages of cognition, resulting in supra-additive integration of

touch and hearing (Foxe et al., 2002; Kayser et al., 2005). This

translates to a lower level of robust synergy between the two

sensory apparatuses that can be exploited to synthesize experiences

impossible to achieve by unisensory means. Furthermore, research

on auditory-tactile interactions has shown that tactile stimulus

can influence the auditory stimulus and vice versa (Ro et al.,

2009; Okazaki et al., 2012, 2013; Aker et al., 2022). It can

therefore be observed that auditory and haptic stimuli are capable

of modifying or altering the perception of each other when

presented in unison, as described by Young et al. (2016) and

Aker et al. (2022), and studied extensively with respect to music

experiences (Russo, 2019).

Positive results from the speech experiments, as well as

advancement in transducer technology, inspired researchers to

explore the benefits of vibrotactile feedback in a musical context.

Most of the works fall into two categories: Musical Haptics,

which focuses mainly on the augmentation of musical instruments,

as presented by Papetti and Saitis (2018), and vibrotactile

augmentation of music listening, generally aimed at D/HOH. The

focus of this article will be on the latter. A common system

architecture can be seen in Figure 1, with large variability for each

step, depending on the goal. For example, in DeGuglielmo et al.

(2021) a 4 actuator system is used to enhance music discrimination

in a live concert scenario by creating a custom mapping scheme

between the incoming signal and the frequency and amplitude

of the transducers. A contrasting goal is presented by Reed et al.

(2021), where phoneme identification in speech is improved by

using a total of 24 actuators. These two examples have different

objectives, thus the systems have different requirements, but the

overall architecture of both follows the one shown in Figure 1.

Throughout the article, each block will be analyzed in detail, and

each system description can be seen in Table 1.

Currently, research into tactile displays is expanding from

speech to various aspects of music enhancement, although the field

of research is still relatively new; for example, over 80% of the

articles included in this review are newer than 2009. Nevertheless,

the technology is slowly coming out of research laboratories and

into consumers’ hands, with bands such as Coldplay offering

SubPacs2 for their D/HOH concert audience.

1.3. Definitions

Before presenting the objectives, it is worth introducing

some general terminology and describing the interpretation used

throughout this article. The first clarification is with respect to

how words such as tactile, vibrotactile and haptic are used in this

article:

2 https://subpac.com/
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• Haptics refer to "the sensory inputs arising from receptors

in skin, muscles, tendons, and joints that are used to

derive information about the properties of objects as they

are manipulated,” explains (Jones, 2009). It is worth

highlighting that haptic sensations involve tactile systems and

proprioceptive sensory mechanisms.

• Tactile refers to the ability of the skin to sense various

stimulations, such as physical changes (mechanoreceptors),

temperature (thermoreceptors), or pain (nociceptors),

according to Marzvanyan and Alhawaj (2019). There are six

different types of mechanoreceptors in the skin, each with

an individual actuation range and frequency, and together

they respond to physical changes, including touch, pressure,

vibration, and stretch.

• Vibrotactile refers to the stimulation presented on the

skin that is produced by oscillating devices. The authors

of Marzvanyan and Alhawaj (2019) present evidence that

two types of mechanoreceptors respond to vibrotactile

stimulation; namely, Pacinian receptors and, to a lesser extent,

Meissner corpuscles. These receptors have been frequently

analyzed and characterized in terms of their frequency and

amplitude characteristics, but it is not excluded that there are

other mechanoreceptors responsible for tactile percepts.

These definitions should provide a basic understanding of

the taxonomy necessary to interpret this article; nevertheless, an

individual study is recommended for a better understanding of

the field of physiology and neuroscience. Furthermore, the authors

recommend choosing the most descriptive terminology when

discussing augmentation in order to avoid potential confusion (e.g.,

the use of vibrotactile augmentation instead of haptic augmentation

is preferred when describing a system that involves vibrations).

Finally, the term augmentation will be used as the process of

increasing the cognitive, perceptual or emotional, value, or quality

of the listing experience. Throughout this article, augmentation

generally involves the usage of dedicated, specialized hardware

(HW) and software (SW) systems.

Tactile augmentation of music is a fairly new multidisciplinary

research field; therefore, it is paramount to achieve consensus on

terminology and definitions.

2. Methodology

The methodology used to select and analyze the literature will

be presented in the following section, starting with the system

used to include articles and followed by an explanation of the

process used to extract data from the article pool. No a priori

review protocol was applied throughout the data collectionmethod.

The section ends by presenting known limitations in the methods

described. The entire review process followed the PRISMA-ScR

checklist and structure (Tricco et al., 2018).

2.1. Identifying relevant studies

The Scopus R© database was queried due to its high Scientific

Journal Rankings required for inclusion, as well as significance for

the topic. The inclusion selection was a 4 step process:

Step 1 included deciding upon the selection of keywords

(below), designed to cover various aspects of tactile music

augmentation.

1. Audio-haptic sensory substitution

2. Audio-tactile sensory substitution

3. Cochlear implant music

4. Cochlear implant (vibro)tactile

5. Cochlear implant haptic (display)

6. Electro-haptic stimulation

7. Hearing impaired music augmentation

8. Hearing impaired (vibro)tactile

9. (Vibro)tactile music

10. (Vibro)tactile display

11. (Vibro)tactile augmentation

12. (Vibro)tactile audio feedback.

As of 23.02.2022 a total of 3555 articles were found that

contain at least one of the items present in the list above in their

title, abstract or keywords section. There was no discrimination

between the types of documents that were included, but due to

the database’s inclusion criteria, PhD thesis and other potentially

non-peer-reviewed works are not present.

Step 2was a selection based on the title alone. Throughout steps

2–4, the eligibility criteria were as follows:

1. Written in English

2. Reporting primary research

3. Must describe devices that are, or could be used for tactile

augmentation of music for D/HOH*

4. Must be designed for an audience (as opposite to a performer).

*A device that can be used for tactile augmentation of music

for the hearing impaired (as item 3 describes) can be a system

that was designed for laboratory studies that focused on the

augmentation of speech and not music. Furthermore, a system

for musical augmentation of normal hearing people could be used

for D/HOH individuals since the tactile receptors do not differ

depending on hearing capabilities; more-so there is evidence that

the perception of congruent tactile stimulation is elevated in CI

users (Rouger et al., 2007). Since the focus is on the technological

aspects of these tactile displays and not on their efficiency, it

was deemed relevant to include vibrotactile systems that are

designed for music augmentation for normal hearing individuals

as well.

The selection process was completed with the inclusion of 144

articles for further investigation.

Step 3 represented the reading of abstracts and evaluating their

relevance; 102 articles were selected according to the eligibility

criteria.

Multiple articles from the same authors describing the same

setups were included only once, selecting the most recent

publication and excluding the older ones. This would be the case

where the authors evaluated multiple hypotheses using the same

HW/SW setup.

Step 4 constituted of reading the articles selected in Step 3;

the same inclusion criteria were used. This step coincided with

data extraction, but articles that had been wrongfully included

based on the abstract alone were discarded. The entire inclusion

process resulted in 63 articles that were used to construct

this review.
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2.2. Data items

The relevant articles were studied and a selection of descriptors

was noted for each system presented; as mentioned in Section 1.1,

the focus is on hardware, software and evaluation practices, making

the analysis an agnostic process with respect to their applications,

target groups, or success. If the article discussed more than one

system, all relevant ones were included and analyzed. The features

used to analyze and compare the systems were:

1. Purpose of the display represents the end goal of the

device, irrespective of the eventual evaluation conducted.

All documented purposes for each display were included. A

common purpose would be "Speech Enhancement.”

2. Listening situation refers to the context where the display has

been used. A frequent situation is the "Laboratory Study.”

3. Number of actuators indicates the total number of actuators in

the display, regardless of their type.

4. Actuators type enumerates the type of actuators used, from

a hardware perspective. For example, eccentric rotating mass

(ERM) vibration motors are one of the most widely used haptic

technologies.

5. Signals used to feed the actuators represents the type of audio

material used to excite the transducers. In the case of ERMs,

most displays will indicate a "sine wave,” unless otherwise noted.

This is due to the hardware nature of the actuator, capable of

producing only sinusoidal oscillations, while the actual signal

used is a DC voltage. Some ERM systems can reproduce

harmonically complex signals as well, but the cases are few and

far apart.

6. Type of signal processing (generally called DSP) enumerates

the processes applied to an audio input signal to extract relevant

information or prepare it for the tactile display. Fundamental

frequency (F0) extraction is a common signal processing

technique used for tactile displays.

7. Mapping scheme describes the features from the auditory input

that are mapped to the tactile output.

8. Area of the body actuated presents where the actuators are

placed on the human body (e.g., hands and chest). Throughout

this article "hand" is used a combination of 2 or more sub-

regions(e.g., palm and fingers)

9. Whether it is a wearable device or not (binary Yes/No)

10. Evaluation measurement presents the measurement criteria

assessed in the evaluation (if applicable). Most items in this

descriptor column have been grouped into a meta-category;

for example "vocal pitch accuracy" seen in Shin et al. (2020)

and “pitch estimation accuracy” from Fletcher (2021) have been

grouped into "Music Listening Performance.”

11. Evaluation population describes the hearing characteristics of

the individuals participating in the evaluation (if applicable).

12. Number of participants presents the total number of

participants in the evaluation described by the previous two

items.

These features were chosen in order to create an objective

and complete characterization of each system while allowing a

high degree of comparability. Furthermore, features regarding

evaluation were included to better understand the research field

as a whole. A detailed explanation for some relevant categories

can be found in Section 3.1. Based on these features, Table 1 was

constructed that contains all the systems analyzed.

2.3. Delimitation

To ensure that the inclusion process was feasible, we imposed

several constraints on the process, which may have influenced

some aspects of the review. First, only one database was used

to browse for articles, by only one author. Although inquiring

several databases is recommended, the Scopus R© database already

provided a large sample of publications, and includes many if not

all the relevant journal publishers (e.g., IEEE). Furthermore, using

the articles indexed in an academic database results in the inevitable

exclusion of artistic work that might have limited exposure but with

a potentially valuable contribution. Since music is inherently an

artistic expression and not an academic work, this limitation could

greatly impact the results of the analysis presented in this article.

Similarly, articles written in other languages than English were

excluded, resulting in many works not having a chance of inclusion.

3. Results

This section provides a thematic analysis of the systems

included in the reviewing process. The data is first presented as

a table of characteristics that describes each system and its usage,

and it will be succeeded by a graphical representation of the most

important findings.

3.1. Table explanation

Due to the large variation in the hardware design and

evaluation methods used in the literature presented in Table 1,

some categories contain meta-descriptors that encapsulate similar

features. This section will identify and clarify these situations, as

well as provide an additional explanation that would allow readers

an easier interpretation of the Table 1.

The first notion worth explaining is the usage of the “N/A”

acronym. Although most of the time it should be understood

as “Not Available”—information that is not present in the cited

literature, some situations fit the interpretation more to "not

applicable". One example can be encountered in the “Nr. part.”

category, where “N/A” generally means “not applicable” if the tactile

display has not been evaluated at all. A more detailed version of

the table, as well as the analysis software, can be found at Tactile

Displays Review Repository.3

Second, the columns "Evaluation Population" and "Nr. Part."

are linked, and the number of participants separated by commas

represents each population described in the previous category. For

example, in Sharp et al. (2020), Evaluation Population contains:

Normal Hearing, Hearing aid(HA) Users, CI Users, D/HOH while

"Nr. Part." contains 10, 2, 6, 2; this should be red as 10 normal

3 https://github.com/razvysme/TactileDisplaysReview
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hearing participants, 2 hearing aid users, 6 cochlear implant users,

and 2 deaf or hard-of-hearing individuals.

Third, in the "Mapping" column several items called "Complex

Mapping" that encapsulate all the more elaborate mappings, as well

as mappings that have been specially designed for the tactile display

in question.

Fourth, the tactile displays analyzed usually fall under more

than one category, with respect to those ones mentioned

in Section 2.2. For example, Figure 10 shows purpose of

devices, where several tactile displays fall under HAD as a

secondary purpose, on top of their main goal (e.g., Music

Enhancement). This means that analyzed items in most of the

figures presented in Section 3.2 are not exclusive, resulting

in a greater total amount of data points than number of

displays included.

Next, a brief description of the actuator types encountered

in the review and shown in Figure 4 is presented

below. It is worth noting that the list ignores auxiliary

systems necessary to operate these actuators (converters,

amplifiers, etc.), and describes them based on their practical

tactile applications:

• Voice Coil actuators get their name from the most common

application: moving the paper cone in a speaker and are also

known as non-commutated DC linear actuators. They consist

of a permanent magnetic element (sometimes replaced by

an electromagnet with the same role) and a suspended coil

attached to a mobile mass. A variation in this architecture

exists, where the permanent magnet is the moving mass, and

the coil is static. The current from an amplifier that flows

through the coil, creates an electromagnetic field that interacts

with the permanent magnet, moving the mass (or the paper

cone) accordingly. Voice coil actuators come in various sizes

and forces available, have a relatively wide frequency response

(in the KHz range), and provide high acceleration.

• Subwoofers are a type of voice coil actuators that are

optimized to reproduce sound at low frequencies, commonly

below 80Hz. Their construction and size vary radically

depending on the application, but they do imply the

properties described above. One drawback of subwoofers is

that they usually require generous amplification to operate.

Furthermore, they are optimized for sound reproduction,

therefore their tactile characteristics are usually a byproduct

of high amplitude playback.

• Solenoids are somewhat similar to voice coils, but instead

of providing a permanent magnet interacting with an

electromagnet, they have a coil creating a magnetic field in

order to move a ferrous shaft. Solenoids are generally used to

open or close locks, valves, or to apply a constant force on a

surface and are not necessarily suitable for oscillating behavior,

resulting in a limited frequency response.

• Piezo-actuators are mechanisms that vibrate based on the

change in the shape of a piezoelectric material and belong

to the category of "resonating actuators", which have an

efficient operating frequency embedded in their mechanical

design. Because of that, piezo-actuators have limited frequency

response (generally within 80% of the resonant frequency),

but they can be designed to be tiny or in complex shapes,

as opposed to the ones presented above. The tactile feedback

produced by piezo-actuators is relatively modest, for a given

current.

• Linear Resonant Actuators (LRA) are mass-spring systems

that employ a suspended mass attached to an electromagnetic

coil that vibrates in a linear fashion due to the interaction

with the permanently magnetized enclosure. Being a resonant

system, they need to be driven with signals close to the

peak frequency response, similar to piezo-actuators and ERMs

described below. Some advanced LRAs have auto-resonance

systems that detect the optimal frequency for producing

highest amplitude tactile feedback, trading tactile frequency

accuracy for perceived intensity.

• Electro-dynamic shakers (EDS) is an industrial name given

to vibration systems with excellent frequency response

characteristics, generally necessary in vibration analysis and

acoustics industries. They come in two categories, voice coils

and electro-hydraulic shakers, but the systems described in

Table 1 only use voice the former type. These can be seen

more like bass shakers described below, but with much better

frequency response as well as a much higher cost.

• Eccentric Rotating Mass (ERMs) are another type of

resonating actuators that operate by attaching an unbalanced

mass to the shaft of a DC motor. Rotating the mass produces

vibrations of different frequencies and amplitudes, typically

linked to the amount of current fed to the motor. These

types of actuators are very popular due to their low cost, and

relatively strong vibration force, but they respond slower than

other resonators to a chance in the current (a lag of 40-80ms is

commonly expected). Another limitation of ERMs, as well as

LRAs and piezo-actuators is that the frequency and amplitude

reproduced are correlated due to their resonating design, and

thus are generally suggested when limited tactile frequency

information is necessary.

• Dual-Mode Actuators (DMAs) are relatively new types of

actuator that are similar to LRAs, but are designed to operate at

two different frequencies simultaneously, usually out of phase

with each other. Due to their novelty, the amount of variation

and experimentation with them is limited, but Hwang et al.

(2013) provides evidence that DMAs outperform LRAs in

tactile displays in music as well as HCI applications.

• Contact speakers are a sub-category of voice coils that are

primarily designed to excite hard surfaces in order to produce

sound. They work by moving a suspended coil that has a

shaft with a contact surface at the end. The contact surface is

usually glued or screw on the desired surface, thus vibrating

as the coil oscillates. Contact speakers vary largely in size and

power requirements, but generally provide a wide frequency

response. In the context of tactile stimulation, they usually

have a poor low-frequency representation (below 100 Hz) and

are always producing sound (sometimes very loud), due to

their focus on the auditory reproduction.

• Bass shakers are another sub-category of voice coils that

are grouped by marketed applications rather than physical

properties. They work by having a large mass attached to the

moving coil, usually in a protective enclosure. These devices
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are suggested to be used in an audio listening scenario (be it

films or games) and should be attached to seating furniture

(sofa, chairs, etc). Some vendors provide mounting hardware

for drum stools or vibrating platforms designed for stage

musicians that complement in-ear headphones to monitor

band activity. Bass shakers are generally large, heavy, and

require abundant power to operate, but provide a relatively

good frequency response up to approx. 350Hz.

3.2. Synthesis of results

Besides Table 1, plots and histograms highlighting the most

interesting relationships between characteristics are discussed.

When doing the literature search for scientific publications that

included the phrases described in section 2.1, we found that 84%

of tactile displays have been introduced after 2010, as shown in

Figure 2. This is strong evidence that interest in integrating tactile

stimulation into the music-listening activities is blooming.

3.2.1. Distribution of types of actuators used over
time

One of the main descriptors of a system is the number of

actuators it uses, and it could easily be (wrongfully) assumed

that the advancement in transducer technology would encourage

researchers to use more actuators in their studies. As shown in

Figure 3, the average number of actuators decreases slightly over

the years, and the predictor model (blue line) suggests that this

number will not increase in the near future. In addition to the

occasional outliers with more than 60 actuators, most systems use

less than 20 transducers andmore than half use less than the average

of 8.

Plotting the distribution of actuators over time in Figure 4,

shows that voice coils have been used since the 2010s, and are

generally preferred for applications that require higher frequency

and amplitude accuracy. The drawbacks of this type of actuators

are that they are generally larger, more expensive, and would

require a more complex Digital-to-Analog (DAC) to operate

since they use bipolar signals. Including subwoofers, contact

speakers and bass shakers in the "voice coil" category would

create a cluster representing 34%, signifying their importance.

Another popular choice is eccentric rotatingmass (ERM) actuators,

which are smaller, cheaper, and simpler to operate than voice

coils, but provide limited frequency response, and the amplitude

is coupled to the frequency. It is also interesting to observe

that older systems used piezo and solenoids–technologies that

have a very limited application range with small amplitude,

or small frequency response. Lastly, it’s important to highlight

that one category of electro-dynamic systems is never used for

tactile augmentation—electro-hydraulic shakers. These devices can

provide large displacement and could be deployed to actuate very

large surfaces, but have a limited frequency response, generally

below 200 Hz.

3.2.2. Mappings
Figure 5 shows that before 1990 mapping schemes were rather

simple (e.g., mapping pitch-to-position or amplitude). Tactile

frequency has only recently been brought into discussion probably

because of the high computational power required for the analysis

stage, but also because of recent advancements in voice coil

actuators. This technical progress allowed researchers to explore the

tactile frequency as a method of encoding the auditory frequency.

The pitch-to-position mapping (the idea of cochlear implants) is

the one that is used the longest, probably because the creator

of the CI and Tickle Talker used the same mapping for both.

This could have been an inspiration for further research to

produce incremental improvements in these systems, rather than

revolutionary approaches, as can be seen in the work of Karam

and Fels (2008) and Nanayakkara et al. (2012). Around 2015, new

mappings start to be explored, and the popularity of "Pitch-to-

position" starts decreasing.

Looking at the relationship between the mapping schemes and

the number of actuators in Figure 6 it is interesting to highlight

the fact that only one mapping scheme utilizes tactile frequency, in

combination with voice coil actuators. Furthermore, something-to-

position mapping is popular, taking advantage of the larger surface

area the body can afford. This hypothesis is reinforced by Figure 12

showing that areas of high sensitivity are excited with a small

number of actuators, probably constrained by the actuator size.

3.2.3. Evaluation practices
Observing Figure 7 it can be seen that speech research was the

main focus before 2013, while music has been the topic of more

investigation since. This can be explained by the advancement in

hearing aids and CI technology that solved the speech intelligibility

problem to a satisfactory degree. Nevertheless, the need to use

tactile augmentation remains present when music is played for

D/HOH or CI users due to the problems shown by all hearing

assistive devices have with multi-stream, complex signals, as well

as with timbre and melody recognition and sound localization in

the case of CIs. Simultaneously, subjective experiences of users have

become a topic of interest in the second decade of the century,

as seen in the work of Mirzaei et al. (2020) or DeGuglielmo

et al. (2021), even though tactile augmentation research has been

exploring that topic for more than 27 years. A further look at the

plot shows a large amount of research on users’ experiences between

2000 and 2010. At the same time, there is still interest in finding

the limits of the physiological and cognitive systems involved in

tactile perception and integration, as evidenced by the large number

of studies involving discrimination tasks conducted in the past

decade. An extended version of Figure 7, reinforces the fact that

speech enhancement has been a focus since the beginning of tactile

augmentation, as shown in Figure 8. Although interest in it has

decreased in recent years, there are still researchers working on it.

The second wave of tactile augmentation research started around

2010 and it focused mostly on music, but new technologies and

media consumption methods show interest into tactile stimulation

as well (e.g., gaming and enhancement of film and AV).

The overall number of participants is very small, with a mean

of 11, resulting in generally low-reliability studies, as displayed in

Figure 9. Furthermore, we can see that the hearing aid and CI users

studies are mostly below this average. This is a strong indicator that

most of the research is preliminary and underlines the necessity

for studies to adhere to clinical guidelines (longitudinal, more

participants, better control), as well as the need for replication of
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FIGURE 2

Distribution of the number of new systems described in publications every year; black line is the empirical value, the blue line is the predicted value

and the grey area represents the 95% confidence interval for the estimated number of studies. The prediction model uses a cubic regression that was

chosen due to the lowest AIC and BIC scores (as described by Burnham and Anderson, 2004) when compared to other models of orders 1–5.

FIGURE 3

Distribution of the number of actuators in a device over years; dashed orange line is the mean over years, the blue line is predicted value, and the

grey area represents the 95% confidence interval for the estimated number of actuators; a blue triangle indicates a wearable device, and a red circle

indicates a fixed device. The prediction model uses a linear regression that was chosen due to the lowest AIC and BIC scores (as described by

Burnham and Anderson, 2004) when compared to other models of orders 1–5.

prior studies. Nevertheless, CI users are mostly evaluating systems

focusing on music and speech, while HA users only focus on music

as seen in Figure 10. This could be explained by the fact that

the speech needs for HA users are fulfilled by the current state-

of-the-art in HA tech. However, it could be argued that tactile

augmentation could also be interesting for normal hearing and

hearing aid users as well; this can be seen in the push formultimodal

cinema experiences. Nevertheless, it cannot be overlooked that

devices aimed at groups with a particular set of requirements (CI

and HA users) are evaluated using a normal hearing population,

sometimes exclusively. This practice, while common, might result

in studies with lower validity, because the requirements for the

target population are not met.

In Figure 11 the relationship between listening situations and

evaluation measures is presented. On one hand, the large number

of discrimination studies further highlight the incipient state of

the research field, which looks to outline the "playing field" by

testing the threshold and just-noticeable differences. On the other

hand, studies focusing on music are increasingly more frequent,

indicating that researchers bring forward new systems and ideas
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FIGURE 4

Distribution of types of actuators used over time; a triangle indicate a wearable device, a circle indicates a fixed device and the size of the shape

represents the amount of similar devices.

that have a more applied research angle to them. This aspect is

supported as well by the large emphasis on the users’ experience,

which is evaluated in various listening situations, not only in

research laboratories.

3.2.4. Body regions used for stimulation
Figure 12 shows that systems using fingers use a few actuators,

usually one actuator per finger. Similarly, for the wrists, it

seems that a small number of actuators is preferred, probably

because of physical limitations. On the other hand, when the

whole body is used, the number of actuators increases; the

same is true for arms. This clearly indicates that the size

of the actuator, as well as the spatial resolution of the skin,

is a constraining factor in designing complex systems, and

advancements in actuator technologies will allow designers to

insert more actuators aiming at the high sensitivity areas (hands,

wrist, etc). It is known that there is a positive correlation

between 2-point discrimination and the contact size of the

actuator, so small actuators would require a smaller space

between them.

The wrist and fingers are used with mappings that require

greater accuracy in terms of frequency, while mappings that rely

on simpler encoding (such as amplitude and custom encoding)

are generally used with a higher number of actuators, as shown

in Figure 12; a potential explanation for this is that the lower

physiological accuracy in certain areas is compensated for by a

higher number of actuators. Going back to the number of actuators

in areas that are using "auditory frequency to tactile frequency"

mapping, it seems that one or two actuators are sufficient for this

type of mapping.

4. Discussion

4.1. Summary of evidence

In this scoping review, we identified 63 primary articles that

describe unique vibrotactile displays used for audio augmentation,

published from 1986 to 2021.Within this specific research pool, our

findings highlight that most of the work in the field of vibrotactile

augmentation of sound can be categorized as preliminary, missing

the large-scale studies usually associated with clinical research.

This conclusion is supported by the low reliability of evaluations

presented derived from a low number of participants, as well

as the occasional low validity of the said evaluations. The latter

is evidenced by experiments conducted with poorly sampled

individuals; for example, tactile displays designed for D/HOH

are evaluated on normal hearing users. Finally, it should be

underlined that much of the available literature covers research

conducted under laboratory conditions and not in ecologically

valid environments. As such, this contradicts the idea that most

long-term benefits are obtained when participants use hearing

assistive devices in daily life scenarios. For these reasons we

can see an gap in the evaluation and experimental protocols

conducted inmost studies included, andwe suggest that researchers

start focusing on larger scale, longitudinal studies that are more

akin to clinical ones, when evaluating their audio augmenting

tactile displays.

Looking at the hardware aspect, the majority of included

studies present tactile displays designed for some regions of

the hand. This is expected as hands provide the highest fine

motor skills as well as very good spatio-temporal resolution,

but it might not be the most practical for devices that are
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FIGURE 5

Distribution of mapping schemes used over time; a triangle indicate a wearable device, a circle indicates a fixed device and the size of the shape

represents the amount of similar devices.

FIGURE 6

Distribution of the number of actuators for each mapping scheme; a triangle indicates a wearable device, a circle indicates a fixed device and the size

of the shape represents the amount of similar devices. The dashed orange line represents the mean.
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FIGURE 7

Distribution of evaluation measurements over years, a triangle indicate a wearable device, a circle indicates a fixed device and the size of the shape

represents the amount of similar devices.

FIGURE 8

Distribution of devices’ purpose over year, a triangle indicate a wearable device, a circle indicates a fixed device and the size of the shape represents

the amount of similar devices; items on Y axis are not exclusive.

designed to be used extensively, especially when daily activities

are to be executed while using the tactile displays. Furthermore,

other areas could present different advantages in terms of

duration of stimulation or intensity tolerance for use cases where

the finest discrimination properties are not vital. Therefore,

we see a great opportunity to branch out and encourage

designers and researchers to create displays that afford similar

perceptual characteristics and are to be sensed by different body
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FIGURE 9

Distribution of the number of participants for each of the populations evaluated; a triangle indicate a wearable device, a circle indicates a fixed device

and the size of the shape represents the amount of similar devices. D/HOH represents persons su�ering from a hearing disability, but without any

hearing assistive device. The dashed orange line represents the mean.

FIGURE 10

Distribution of the purpose for each evaluation population; a triangle indicate a wearable device, a circle indicates a fixed device and the size of the

shape represents the amount of similar devices. D/HOH represents persons su�ering from a hearing disability, but without any hearing assistive

device; items on Y axis are not exclusive.
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FIGURE 11

Distribution of the evaluation measure goals for each listening situation; a triangle indicate a wearable device, a circle indicates a fixed device and the

size of the shape represents the amount of similar devices; items on X axis are note exclusive.

FIGURE 12

Distribution of number of actuators over the body area they actuate; a triangle indicate a wearable device, a circle indicates a fixed device and the

size of the shape represents the amount of similar devices. The dashed orange line represents the mean.
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regions. Furthermore, versatile designs are strongly encouraged

(in terms of mode of interaction, HW/SW and mapping), in

order to be adaptable to the inter-user needs; this is especially

important for CI users, where the variation in hearing abilities

is largest.

On a similar note, our finding indicates that researchers present

a large variety of designs in terms of type of actuators, mapping,

signal processing, etc. further solidify the exploratory phase of the

entire research field, characteristic of an early development stage.

There seems to be a consensus on the upper limit of the number of

actuators necessary for vibrotactile augmentation, although more

than half of the displays identified use less than the average number

of transducers, with the mode being 1 actuator. This could be

attributed to cost reduction strategies, but since most of the devices

are researched almost exclusively in laboratories and are generally

far from commercialization, we are confident to suggest that a

high number of actuators might not provide substantial benefits

to tactile augmentation of audio. With this in mind, we must

emphasize the importance of mapping strategies used, both in the

time/frequency domain and in the psychoperceptual space, in order

to design the best tactile displays for vibrotactile augmentation.

Our research pool shows that almost half of the devices studied do

not imply any form of mapping between the auditory signal and

tactile stimulation, while the mode is pitch-to-position—a mapping

scheme introduced with the very first audio-tactile augmentation

device. We see a great potential for exploration into creative

mapping schemes that could have roots in the most commonly

encountered ones, as well as radical new ideas that could be generic

or case-specific (e.g., bespoke for concert or film scenarios). These

newmappings should be carefully designed and evaluated primarily

with respect to the target group’s hearing profiles (CI, HA, etc.) as

well as signal processing used and the eventual acoustic stimulation;

if possible, all these aspects should be co-created involving the end

users, in order to produce a coherent multisensory experience.

4.2. Limitations

This is the first scoping review focusing on the technological

aspect behind the vibrotactile augmentation of music. Although

mainly concerned with the hardware and software characteristics

of the tactile displays described in Table 1, this article has addressed

some elements of the dissemination and evaluation of the devices

described. Nevertheless, the scoping nature of this review rules out

a detailed description of implementation for each study or evaluates

the quality and effectiveness of the included tactile display.

Therefore, it is impossible to recommend specific techniques or

strategies that would predict better music perception, training, or

adjacent metrics for D/HOH and CI implanted people.

While a comprehensive search has been conducted on

one of the most relevant databases, this process was carried

out by a single reviewer and there was no forward-citation

search on the included studies. Furthermore, there was

no review of the reference list of included articles or a

manual search protocol to scan relevant journals, as it was

concluded that most of the articles are indexed by Scopus R©.

This resulted in the exclusion of any gray literature, as the

process of searching for relevant unpublished material was of

considerable difficulty.

4.3. Conclusions

The purpose of this scoping review was to investigate and

report the current technological state in the field of vibrotactile

augmentation, viewed from the perspective of music enhancement

for hearing impaired users. A total of 3555 articles were considered

for eligibility from the Scopus R© database, resulting in the inclusion

of 63 studies. The vibrotactile devices in each article was analyzed

according to a pre-defined set of characteristics, focusing on

hardware and software elements, as well as the evaluation and

experiment design, regardless of the hearing profile of their users.

The evidence gathered indicates that this research field is in

an early phase, characterized by an exploratory approach and

preliminary results. A secondary objective of this article was to

identify the gaps and trends in the literature that can guide

researchers and designers in their practice, and a list of suggestions

and recommendations has been presented, based on graphical

representations of statistics analysis. The data and the system

used to synthesize the review are publicly accessible, and we

recommend that readers explore them and generate their own

graphs and interpretations.
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