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The need to design and develop artificial intelligence (AI) in a sustainable manner has

motivated researchers, institutions, and organizations to formulate suggestions for AI

ethics. Although these suggestions cover various topics and address diverse audiences,

they share the presupposition that AI ethics provides a generalizable basis for designers

that is applicable to their work. We propose that one of the reasons the influence of

current ethical codes has remained modest, may be the conception of the applied

ethics that they represent. We discuss bioethics as a point of reference for weighing

the metaethical and methodological approaches adopted in AI ethics, and propose that

AI ethics could be made more methodologically solid and substantively more influential

if the resources were enriched by adopting tools from fields of study created to improve

the quality of human action and safeguard its desired outcomes. The approaches we

consider to be useful for this purpose are the systems theory, safety research, impact

assessment approach, and theory of change.

Keywords: AI ethics, applied ethics, bioethics, safety research, systems approach

INTRODUCTION

A plethora of suggestions already exists on ethically developing artificial intelligence (AI) and
designing ethically sound AI systems1. The existing formulations for AI ethics cover various
topics and address diverse types of audiences. We use the term “AI Ethics” to refer to guidelines,
declarations, ethical codes, and generalizations that display a range of styles and authors, from high-
profile declarations by governmental agencies to normative rules-of-thumb for users and practical
checklists for designers written by private companies, professional associations and non-profit
organizations (IEEE Global Initiative on Ethics of Autonomous Intelligent Systems, 2017; The
Montréal Declaration for a Responsible Development of Artificial Intelligence, 2018; AI HLEG,
2019; Jobin et al., 2019; Mittelstadt, 2019, 501; Hagendorff, 2020). Despite these differences,
the various guidelines of AI ethics have a common goal: to support and improve the ethical
development, design and deployment of AI. Another factor that these formulations share is their
presupposition that AI ethics provides a general basis—with respect to theory, principles, values,
etc.—that the designers can then apply to single cases, thereby improving the ethical sustainability

1We follow the description of AI system made by European Commission High-Level Expert Group on Artificial Intelligence
in the document “Ethics guidelines for trustworthy AI” (2019) that goes as follows: “Artificial intelligence (AI) systems are
software (and possibly also hardware) systems designed by humans that, given a complex goal, act in the physical or digital
dimension by perceiving their environment through data acquisition, interpreting the collected structured or unstructured
data, reasoning on the knowledge, or processing the information, derived from this data and deciding the best action(s) to
take to achieve the given goal. AI systems can either use symbolic rules or learn a numeric model, and they can also adapt
their behavior by analyzing how the environment is affected by their previous actions”.
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of AI development (Morley et al., 2019; Hagendorff, 2020). Our
use of the term “AI Ethics” does not cover the ethical inquiries of
academic philosophers concerning the ethics of AI, even though
we discuss their ideas.

The evidence gathered from AI ethics applications shows that
attempts to improve ethical sustainability have thus far not been
particularly effective (Hagendorff, 2020, 109–110). Furthermore,
ethical codes thus far seem to have had a minimal effect on
the moral decision-making of software engineers (McNamara
et al., 2018) and the ethicality of AI applications, partly because
they lack reinforcement mechanisms (Hagendorff, 2020, 113). AI
ethicists have made suggestions on rectifying this situation (cf.,
Mittelstadt, 2019; Morley et al., 2019; Hagendorff, 2020). The
suggested measures are likely to remain without the desired effect
in that AI ethics means applying ethical theories to create morally
acceptable practices, if the adopted approach is ineffective or
incorrect (Rességuier and Rodrigues, 2020).

To discuss this matter, we first create an outline of the applied
ethics model that seems to represent the current versions of
AI ethics. We then consider the arguments concerning why AI
ethics has not had much effect on reality, and suggest how the
situation could be rectified. To offer a point of comparison and
better understand the nature of AI ethics as applied ethics, we
present a brief history of bioethics—themost developed and well-
known field of applied ethics. By analyzing the methodological
discussions on bioethics and critically considering the ways in
which bioethics influence real-life problem solving, we wish to
demonstrate that the conception of applied ethics, adopted in AI
ethics to date, is too narrow and partly inconsistent. We conclude
our article by suggesting that AI ethics could be made more
methodologically solid and substantively more influential, if its
resources were enriched by adopting tools from fields of study
created to improve the quality of human action and safeguard
its desired outcomes. The approaches we consider to be useful
for this purpose are the systems theory, safety research, impact
assessment approach, and theory of change.

AI Ethics—Theoretical Models for Practical

Applications
From a philosophical perspective, the different formulations of
AI ethics represent an understanding of AI ethics guidelines as
formulations of applied ethics. The documents explore how to
conceptualize, analyze, and assess ethically relevant features of AI
design and application as well as how to determine methods of
directing, regulating, and governing AI design and its use in an
ethically sustainable manner.

Even if AI ethics documents differ in how they balance
the objective of guaranteeing financial profitability and social
sustainability, they share two important assumptions. First, the
similarities between the suggested formulations of AI ethics
indicate that there exists a common will to develop AI and
AI-based technologies in a morally responsible way. Second,
these documents share an understanding of how the proposed
guidelines are intended to improve the world. Despite the
substantial differences in AI ethics formulations, they propose
to offer practical ethical guidance and support for those who

design, develop, produce, and use AI applications and systems
to perform the task that the AI in question is supposed to
accomplish in a morally decent way.

To achieve the aim of creating more ethically sustainable
methods of designing and using AI, AI ethics documents
and initiatives present high moral values, ethical guidelines,
principles, definitions, etc. Those who engage with AI should
then apply the normative apparatus (explicated in the AI ethics
code) to detect the problems and dilemmas they encounter in
relation to AI, and to solve them in an ethically sound manner
that is assisted by moral values and ethical principles. This view
reflects an understanding of applied ethics, by applying the moral
theory to empirical practice. Hence, the task of AI ethics is
to analyze, clarify, and solve practical problems by relying on
ethical theories and principles, and to study the reality in which
AI applications and systems are designed and used (Mittelstadt,
2019, 501).2

To highlight the understanding of applied ethics that the
current AI ethics documents represent, we examine one of
the best-known versions of AI ethics in detail, i.e., “Ethics
guidelines for trustworthy artificial intelligence (2019),” an
AI ethics document created by High-level expert group on
artificial intelligence (AI HLEG) determined by the European
Commission (EC). We have chosen to highlight this document
because it is the most extensive attempt thus far to create an
ethical tool for guiding AI development and design. The AI
HLEG comprises various actors and institutions (such as private
companies, government agencies, universities, and professional
associations) that have developed ethical guidelines for AI
development and design (Jobin et al., 2019).

The term “trustworthy AI” is also used in AI strategy
documents published in the United States, which can be
interpreted as “ethical AI.” To advance trustworthiness—that
is, fair, non-discriminatory, transparent, safe, and secure AI—
the United States’ government funds research and development,
helps its institutions and private actors to regulate AI
applications, and advances standardized assessment tools to
evaluate AI systems (National Artificial Intelligence Initiative,
2020).

The Institute of Electric and Electronics Engineers (IEEE)
also presents standardization as a way to improve ethical AI
design. The IEEE’s Ethically aligned design—a global initiative
on the ethics of autonomous and intelligent systems—sets
five goals for developing intelligent autonomous systems:
(1) No infringement on human rights; (2) Prioritization of
human wellbeing; (3) Ensuring the accountability of designers
and operators; (4) Ensuring the transparency of the system’s
operations; and (5) Minimizing the risks of misuse. To further
its ambitious endeavor, the IEEE has translated this document
into multiple languages, created various standards that rely on
globally approved metrics and assessment tools, and opened
an anonymous ethical transgressions’ reporting channel for
whistleblowers (IEEE Global Initiative on Ethics of Autonomous
Intelligent Systems, 2017; Dignum, 2020, 222–223). However,

2Canca (2020) is a good example of such understanding of AI ethics as
applied ethics.
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these ethical guidelines do not have the same potential legislative
power to regulate the development, deployment, and use of AI
systems as the AI HLEG’s Trustworthy AI document.

The AI HLEG’s Trustworthy AI has been prepared in
cooperation with several experts from different fields. Even
though the expert group was set and the paper published by
the EC, it is not officially an European Union (EU) document.
However, it is the most prestigious of all the current AI ethics
documents, because it serves as an ethical framework for the EU’s
proposal of AI legislation. The AI Act was published in 2021. In
our analysis, we refer to other recent AI ethics codes.

AI Ethics as Applying Moral Principles to

Practical Problems
The AI HLEG’s Trustworthy AI (2019) aims to combine two
things. First, the ethics document has been compiled and
published to provide a competitive asset for European national
economies, particularly against the United States and China.
Second, it aims to introduce norms for developing human-centric
AI, based on European values. Interestingly, these objectives
concern two different moral anthropologies: the first promotes
the aims of the homo economicus to succeed in international
competition, and the second promotes the values of the European
humanistic tradition.3

The main goals of the ethical guidelines for human-centric
AI are fostering a commitment to using AI in the service of
humanity and the common good, aiming to improve human
welfare and freedom, and handling the arising risks appropriately
and proportionately. Developers have noted that there is
currently an important window of opportunity for technological
and economic success.Making use of this opportunity is intended
to evoke more trust in socio-technical AI environments among
citizens and in societies in general. Embedding the principles of
Trustworthy AI in products and services would pave the way for
developing ethically high-class AI solutions which could have a
competitive advantage in the global market. The idea is that being
ethical will enhance economic competitiveness, which will serve
both moral anthropologies voiced in the document.

To realize its goals, the document sums up two norms—
one forward-looking and positive and the other cautious and
negative—as guidelines for strategic planning. The development
of AI should aim to maximize the benefits of AI systems, while
simultaneously preventing and minimizing the risks associated
with using these applications. According to Renda (2020, 653),
ethics guidelines should be considered as part of an overall
strategy for protecting European citizens from the abuses of
digital technology, and for strengthening Europe’s position in the
global digital development competition.

The corpus of European AI ethics comprises a system of values
and principles, where applying the norms to concrete cases and
issues will translate into ethically sound action, i.e., a mechanism
thatmediatesmoral ideals into the reality of citizens and societies.
The primary normative level of the document comprises ethical
ideals that present a basis for a good and virtuous life. These

3For the philosophical differences in moral anthropologies, refer to
Hallamaa (1994).

ideals provide a framework for understanding morally relevant
features, and for conceptualizing the moral constituents of a
given activity within its context.

The second level presents guidelines for deliberation and
moral reasoning to help developers, designers, and users
think before acting and make various decisions during the
development and maintenance processes. Another asset that
serves ethical deliberation is the criterion for choosing goals
and actions. The purpose of these tools is to ensure that
the chosen goals (and the actions designed to attain them)
are morally acceptable. The document also contains checklists
and rules-of-thumb for supporting practitioners in making
it a routine procedure to check their products, applications,
and services for moral flaws. The last level of normative
assessment takes place ex post facto, when the choices made
(and the outcomes that resulted from them) are scrutinized
and judged.

Influence of AI Ethics on AI Design and

Development
“The Guidelines received, overall, a warm welcome by
policymakers inside and outside of Europe, as well as by
large and small companies and civil society,” wrote Renda (2020,
662) in the Oxford Handbook of Ethics of AI, which creates a
hopeful atmosphere; however, the actual changes in the actions
of AI system developers are yet to be documented.

Furthermore, studies on the influence of other ethical
guidelines for engineers are not encouraging. Studying effects
of the code of ethics published by the Association of
Computing Machinery (ACM) on software engineers’ ethical
decision-making (McNamara et al., 2018), the researchers
concluded that the ethical codes had negligible influence on
the work of the engineers who took part in the research.
There were no meaningful differences between the decisions
made by two groups of software engineers and software
engineering students: those who had acquainted themselves
with the ACM code of ethics and those who had not
(ACM, 2018; McNamara et al., 2018).

There may be several reasons why ethical codes do not have
a greater effect on real-life decision-making, and those who
find the situation problematic have suggested ways to improve
the situation. According to Mittelstadt (2019, 502–503), one of
the main reasons for the negligible influence of ethical codes
on AI design is that it is challenging to apply the existing
ethical principles to AI design and development. In cases where
technologists and engineers have received ethical training, the
emphasis has usually been on morality as an individual trait
(Howard, 2019, 7–8). Hagendorff ’s suggestion for more effective
AI ethics follows the same line of thought. According to this
view, virtue ethics can change the mindsets of individual agents
in AI design (Hagendorff, 2020, 112–113). If people are educated
to adopt virtues, in their families and at schools, as well as
within various communities and even in companies, they could
cultivate a moral character, thereby improving ethical decision-
making practices in organizations that develop and deploy
AI applications.
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Nevertheless, following Hagendorff ’s suggestion to rectify the
current situation would be time consuming and the effects
of the enterprise are far from certain, if not completely
contested (Harman, (1998–1999); Doris, 2002; Fossheim, 2014).
Hagendorff emphasized the role of individual actors. Floridi
(2016) also stressed on individual responsibilities. He insisted
that everyone whose actions are causally relevant in leading to
some consequences of collective action must be held morally
accountable for the outcomes.

Hagendorff and Floridi relied on teaching individuals to
act morally. Currently, the thinking that engineers and AI
designers adopt during their education does not focus on ethical
issues. Different fields of expertise have established their own
approaches to handle the phenomena they encounter. The
respective approaches have developed gradually, in relation to
the specific tasks allotted to educated experts in society. Any
professional training takes years to complete; after which people
do not reach seniority before decades of practice. A list of ethical
principles has a meager chance to affect an expert’s mind in the
rapidly changing field of AI development, where designers often
work under considerable pressure (Mittelstadt, 2019, 108–109;
Hagendorff, 2020, 502–503).

Instead of recommending ethics training, Coeckelbergh
(2020, 145–165) presented various methods to improve the
ethical design and development of AI. He suggests that each
discussion of solving a case should make, as a starting point, an
effort to answer six questions. Before fixing the course of action,
there should be a clear understanding of why and when measures
are needed, on what level the intervention should be made,
and who should take part in the required action. The answers
acquired through this method will then provide background
knowledge for determining the nature, extent, and urgency of the
problem that the agents are handling.4

Abbas et al. (2019, 76–78) suggested an ethics code
corresponding the Hippocratic Oath for technologists as a
solution. The oath would bind professionals to deliberate on
ethical consequences, truthfulness, and responsibility. However,
the suggested code does not advice practitioners on how to
manage the time-consuming application of the listed ideals in the
competitive and hectic corporate environment wherein most AI
technologists work.

Hagendorff (2020, 108–109) identified that the companies
responsible for the development of AI follow the instrumental
logic of economic enterprises. It is not easy to combine the goals
of profit making and efficiency with ethical thinking, irrespective
of whether the recommended model prioritizes a value approach
or grounds morality on normative principles. To overcome
the gap between the principles and adopted practices, Morley
et al. (2019) formulated suggestions and checklists to help AI
developers consider the key ethical AI principles (Floridi et al.,
2018) for the complete duration of design processes.

Existing organizational structures seldom encourage
employees to consider moral concerns. AI as a promising
branch for investors provides the aim of the ethically sustainable

4For more examples of the suggestions how to remedy the problem, refer to
Mittelstadt (2019, 504).

development of AI as a secondary role (Rosenberg, 2017). In this
setting, there is a risk that moral considerations become ethical
whitewashing (Vincent, 2019).

Suggestions to improve the ethical impact on AI assume
that individual actors will be able to act morally by relying on
a set of virtues, being held morally accountable, or applying
a list of deliberative principles. Such measures may improve
the ethical quality of AI development; however, if they fail, it
may partly be because they all consider AI ethics as applying a
theoretical or generalizable notion of ethics to practice, thereby
solving the moral problem at hand. There is another field
of applied ethics, known as bioethics, within which such an
understanding of the nature of applied ethics has been criticized.
To determine whether the criticism is also relevant in terms of
AI ethics, it would be beneficial to consider the development of
bioethics as a branch of applied ethics as well as the arguments
of bioethicists concerning the nature and methodology of
applied ethics.

BIOETHICS AS APPLIED ETHICS

The search for ethical principles to guide the development of
AI technologies resembles the boom in applied ethics during
the final decades of the 20th century. Rapid scientific and
technological development created a need for a new type of
ethical thinking. A fresh field of study, known as bioethics,
emerged; in its wake, several other strands of human activity
received ethical attention. During the past decades, bioethics
as well as business ethics, sports ethics, and the ethics of
professionalism have been established as branches of applied
ethics within practical philosophy (Dittmer, 1995). As bioethics
is the best established and most influential of the fields of applied
ethics and offers the most interesting example of the evolution
of applied ethics, its role, and its methodological discussions,
it is worth studying the development of bioethics to determine
whether it could offer some assistance to AI ethics.

A Short History of Bioethics
Bioethics emerged owing to the concerns of several scientists
from various fields of research, who recognized the threats posed
by various scientific and technological innovations to people and
societies. A pioneer of the field, Van Rensselaer Potter, expressed
in 1970 the need for a novel approach, called bioethics, as a new
conjunction of scientific knowledge and a moral appreciation
of the converging evolutionary understanding of human nature
(Jonsen, 2012, 3).

Since Potter’s use of the term, it has become customary
to conceptualize bioethics from a narrower perspective. It is
typically known as the ethical analysis of a range of moral
questions posed to medical practices by advances in biomedical
sciences and technologies (Jonsen, 2012, 3). Animal and
environmental ethics complement the perspective of biomedical
ethics, and together they cover the issues of the wider conception
of bioethics (Gordon, 1995).

The urgency for an innovative ethical approach was visible
in the scholars’ aim to make bioethics an established form
of academic discourse. The planning of the Encyclopedia of
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Bioethics began in 1972, and 2 years later Dan Callahan published
an article titled “Bioethics as a Discipline.” He aimed to model
an academic field that would combine traditional philosophical
analysis with sensitivity toward human emotions and the ongoing
social and political influences affecting the practice of medicine.
The new discipline was proposed to serve people who encounter
crucial decisions arising within medicine (Jonsen, 2012, 3).

Owing to the need for a new ethical approach, several
developments took place after World War II. The accumulation
of biological knowledge and rapidly emerging technological
innovations made it possible to treat ailments and conditions
that had earlier been incurable. For example, the invention of
the artificial kidney and ventilator in the 1960s helped prolong
the lives of numerous patients who would have otherwise died
(Jonsen, 2012, 4).

Improving medication and refined surgical techniques, as
well as various life-prolonging technological innovations, offered
better prospects for numerous people; however, they also created
several unprecedented problems. Artificial life support does not
always help patients heal, regain consciousness, and restore their
ability to move and communicate; instead, it may leave them in
a permanent vegetative state. Such cases made it necessary to
change the definition of death (Jonsen, 2012, 6; Overview: Brain
Death, 2019; Redefining Death, 2019).

During the 20th century, research in molecular biology
changed the understanding of organic life (Judson, 1996).
Discoveries in genetics and cellular metabolism, mapping
the human genome, and discovering stem cells with refined
biological techniques have paved the way for genetic diagnostics,
screening, and gene therapy as standard practices in medicine.
New methods of controlling and manipulating human biology
have made it possible to postpone death and manage fertility,
gestation, and birth in an unprecedented manner (Jonsen,
2012, 7–9).

Along with the range of new options based on biological
and technical knowledge, another remarkable change took place
during the latter part of the 20th century. Economic growth,
improving living standards, and widening opportunities for
education, while considering the political ideals of democracy
and equality, made the welfare of a society a general societal
goal. There is now a growing demand for improved access
to professional medical care. The traditional doctor–patient
relationship has become insufficient for resolving the emerging
problems of medical treatment and care. Awareness of the
crimes against humanity committed by medical doctors of the
Third Reich accentuated the need to protect the rights of
those who take part in research with people’s health as its
objective. Consequently, requiring informed consent became
a prerequisite for ethically sound medical research. Medically
justified paternalism had to give way to patient autonomy as the
basis of the doctor–patient relationship (Jonsen, 2012, 5–12).

The pioneers of bioethics were confident in their ability
to safeguard moral concerns in synchrony with advancing
technology and changing social conditions. They also envisaged
a future for bioethics as an academic discipline. Should AI ethics
advance along a similar path and establish itself as a partner in AI
technology development and an autonomous field of study? To

better understand how bioethics could—or should not —serve
as a model for AI ethics as applied ethics, we will first examine,
some of the criticism raised against the forms that bioethics has
adopted and has been given in institutional settings, and second,
the discussion concerning the relationship between theory and
practice in bioethics.

Critical Viewpoints of Institutionalized

Bioethics
The list of current master’s programs in bioethics (List of
Masters Programs in Bioethics, 2021), compiled by theWikipedia
collaborators, consists of approximately 100 academic programs
provided by universities around the world. Bioethics has become
an established academic discipline and the number of programs
in higher education suggests that there is a need for professionals
in this field. This situation may indicate that the hopes of the
founding figures of bioethics have materialized, but there are also
those whose views of the situation are more sinister. Bioethics in
its different forms has been a target of diverse types of criticism
over the past 30 years. Acquainting oneself with the arguments
and viewpoints formulated in the discussion highlights the
doubts concerning the agenda and the role bioethics has acquired
as applied ethics.

The starting point of bioethics is in philosophy, which
has provided methodological tools for the discipline. From
the beginning, there has been a strong emphasis on bioethics
as a critical discipline based on critical thinking in analytic
philosophy as an evaluation concepts, positions, and arguments
(Árnason, 2015). The central concepts of bioethics stem from
the context in which the basic problems of the field were
first formulated, that is, from the techno-medical and socio-
cultural circumstances in the US. Hence, a highly individualistic
conception of autonomy has taken priority over other moral
concerns, leading to an emphasis on individual rights, choices,
and welfare. Other traditionally important moral concepts, such
as responsibility, obligation, and duty have been sidelined from
discussions. Topics such as interpersonal relationships, human
dependency and interdependency, community values, public
health, social solidarity, trust, and the common good have
received less attention (Fox and Swazey, 2005). From a more
general perspective, the critical analysis and concern in current
bioethics have not covered the effects of existing power relations
on health care, making the bioethical enterprise inherently
socially conservative. Instead of remaining detached from the
development that it is supposed to critically analyze, bioethics
runs the risk of joining the ranks of those who take part in the
discussion as promoters of technological innovations (Ashcroft,
2004; Elliott, 2005; Árnason, 2015).

Another strand of criticism relates to the status bioethics has
gained not only within healthcare institutions, but also in many
other organizations. The offer of master’s programs in bioethics
indicates that there is an academic labor market for bioethicists.
Bioethicists are not involved in treating, helping, assisting,
or supporting patients, but work as part of organizational
systems. Elliot calls the development bureaucratization of
bioethics, during which bioethics has become a self-contained,
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semiprofessional entity of bureaucratic structures. The fact that
bioethicists have a position in the system lends them social
authority. Owing to their status, the advice of the bioethicist
then gains, possible undue, importance and relevance over other
opinions (Elliott, 2005).

Bureaucratized bioethics has also found its way to
institutions responsible for health policy both at the national
and international levels (Littoz-Monnet, 2021). A global
network of National Bioethics Committees (Global Summit
of National Bioethics Committees, 2021), as well as of centers
for bioethics (Global Network of WHO Collaborating Centers
for Bioethics, 2021) has been established under the auspices of
the World Health Organization. Bioethicists have been hired
by pharmaceutical and biotechnology companies as well as
by for-profit non-institutional review boards. Although the
various institutional positions differ from each other, they all
lend authority to the bioethicist, which is distinct from other
types of authority in institutional bureaucracies. Elliot finds the
development alarming, because the bureaucratic authority of
bioethics is often not based on either academic or clinical merits
but simply on memberships in different bioethical advisory
boards or committees (Elliott, 2005).

Instead of applauding the institutional success of bioethics,
critics point out that bioethics may risk becoming unable
to accomplish its main function: the critical assessment of
advances in biomedicine. Working as an employee within
an institution involves adopting the duties, allegiance, and
professional identities required by the employer thereby serving
the interests of the institution. Such loyalties are likely to shape
the conceptual agenda of bioethics as a field of study. Instead of
formulating critical viewpoints, bioethicists may limit themselves
to suggesting ways to improve the system rather than demanding
a fundamental reform backed by ethical concerns. Bioethics
loses its critical potential, as its practitioners become biased
between the conflicting interests of different parties (Ashcroft,
2004; Elliott, 2005).

The critical remarks concerning the institutionalization
and bureaucratization of bioethics provide a useful reference
point for the future development of AI ethics. A brief
overview of bioethics shows that institutional success does
not necessarily support the basic task of the field. Next, we
highlight a critical discussion within bioethics concerning its
theoretical basis.

Bioethics and Discussion Concerning the

Nature of Applied Ethics
The term “bioethics” has many uses, highlighting the relationship
between theory and practice. First, it is the name of a
disciplinary framework for various moral topics in relation to
life sciences, human beings, animals, and nature. Second, it is
an interdisciplinary approach that integrates various types of
empirical data to solve practical problems. As an approach,
bioethics claims to offer ethical guidance for practical problems
and conceptual clarification of new types of complex issues.
Additionally, its aim is to elaborate structured arguments by
critically examining judgments and considerations in topical

discussions. Bioethics employs moral philosophy when issuing
problems arising from the biological nature of human beings.
However, it can also contribute to the opposite, as the study of
biological facts may give rise to specifications of ethical concepts,
such as defining and understanding the notion of personhood
(Gordon, 1995; Jonsen, 2012, 11–13).

A central feature of bioethics has been the aim of solving
real-life problems and forming guiding practices and policies.
The ideal that has motivated the development of bioethics
is to create a practical, applicable moral philosophy, and
to not concentrate on speculative analysis. The adopted line
of study presents bioethics as a form of discourse that
promotes public debate on issues related to biomedicine, thereby
encouraging people to find ways to resolve upcoming issues
(Jonsen, 2012, 12–13).

Such general descriptions of bioethics suggest that bioethics,
even when emphasizing the importance of applicability,
provides a theoretical basis for deducing practical solutions.
If not, at least some principles are provided that people
exercising bioethics can then apply to practical cases, thereby
solving (or suggesting how to solve) the problems at hand.
This view is intuitively appealing, but has been contested
(Flynn, 2021).

The pioneers of bioethics were philosophers and theologians
who represented different traditions of moral philosophy, such
as Kantian deontology, varieties of utilitarianism, or Thomistic
thinking. Thereafter, virtue, feminist, and narrative ethics were
added to the pool of bioethical approaches. The differences
between the basic theoretical assumptions suggest that the
practical solutions deduced from them would also differ, thus
reflecting the variety of background theories. However, this
was not the case. In bioethics, different theoretical assumptions
have not led to different suggestions concerning practical
solutions to concrete problems, and sharing a background
theory does not necessarily lead similar recommendations. Such
observations suggest that the view of bioethics as applied ethics—
deducing practical outcomes from theoretical principles—does
not correspond with the actual role and practice of bioethics
(Gordon, 1995; Flynn, 2021, 503; see also Mittelstadt (2019) who
does not question the deductive view of bioethics).

The debate concerning the nature of bioethics as applied ethics
has taken place among both practice-minded bioethicists and
those who take a more theoretical approach to the discipline.
Remarks concerning the discrepancy between the differences of
opinion on the theoretical and practical levels of bioethics are
the weightiest theoretical arguments against the deductive view
of bioethics. The bioethical approach of considering bioethics as a
theory and practice, which are linked by applying the basic values
and principles offered by the theory to the practical problem
at hand, is known as principlism (Gordon, 1995; Jonsen, 2012;
Flynn, 2021).

The critical voices against the principlistic approach gained
impetus in the 1980s. The critics noted that the approach
often generated more theory, instead of accounting for real-
life issues and considering their acuteness in people’s lives.
According to their view, abstract theory should give way to each
actual case as the starting point of a bioethicist’s consideration.
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The suggestion, referred to as casuistry, was that top-down
principlistic approaches should be replaced by a bottom-up type
of reasoning and problem solving (Clouser and Kopelman, 1990;
Gordon, 1995; Jonsen, 2012; Flynn, 2021).

Casuistry did not replace principlism as the main approach
in bioethics; however, it did demonstrate the need to modify
deductive approaches. The reason why casuistry did not gain
more support was the criticism that a mere case description does
not help in solving practical problems. To make a normative
decision, at least one normative premise is required in the form
of values and principles. The solution suggested was that, in lieu
of abstract principles representing high morality, the theoretical
starting point of a theory of ethics, bioethical considerations
should focus on mid-level principles (Gordon, 1995; Flynn,
2021). The most well-known suggestions of such mid-level
norms are the four principles of autonomy, non-maleficence,
beneficence, and justice, which was first defined in 1984 and
repeatedly redefined by Beauchamp and Childress (2019).

The gap between principlism and casuistry has been further
bridged by methodological considerations borrowed from the
discussion on how to best define the basic principles of societal
justice. Based on John Rawls’s concept of reflective equilibrium
(Rawls, 1971), bioethicists have developed methods to balance
each other’s theoretical notions, moral principles, cultural and
social conceptions, and facts concerning acute practical problems
(Flynn, 2021).

By critically considering all aspects of a case against each other,
it is possible to reach a conclusion that can serve as a suggestion
for managing the problem. During the deliberative process, each
of the discursive elements and discussion parties affects the
other elements. Consequently, the empirical observations and
considerations based on them may affect theoretical conceptions
and modify basic moral principles, and vice versa (Flynn, 2021).

What could the discussion about bioethics contribute to the
discussion of AI ethics? The subject matter of AI ethics is in
many respects different from that of bioethics, as the applications
and systems using AI do not relate to any overarching topic,
unlike the focus on health and well-being in bioethics. However,
the bureaucratization, and the conceptual and methodological
developments in bioethics over the past decades warrant
further examination.

The concept of applied ethics implicit in AI ethical models
follows the general pattern of how bioethics has been understood
as an application of ethical theory to moral practice (Mittelstadt,
2019, 501) and there are signs of bureaucratization of AI ethics
(Rességuier and Rodrigues, 2020). AI ethics has followed the
deductive view of applied ethics, which has not been successful
in realizing the desired change thus far. Is there something that
could complement the deductive and principlistic approach, and
what could the resources for doing that be?

Bioethics began with the aim of establishing itself as a
novel form of ethical thought that would form a discipline.
Is this a path that AI ethics should try to follow, promoting
professorships in AI ethics in universities? The bioethical
endeavor has been successful in making bioethical considerations
a part of the standard procedures of medical research.
Moreover, it is not possible to conduct research without, at

least nominally, pre-examining one’s project from an ethical
perspective. Would establishing AI ethics committees improve
the ethical sustainability of AI?

In simple terms, ethical reasoning can be implemented
through three channels: improving the moral quality of human
agents, establishing a set of regulations and control systems to
discipline their application, or establishing that moral decency
is beneficial. AI ethical models rely primarily on the first two
techniques. We shall now discuss, whether it is possible to
formulate the third technique, connecting moral considerations
to other features of AI design and development—and suggest
how it could be done.

DETECTING THE MORALLY RELEVANT

FEATURES OF AI DESIGN AND

DEVELOPMENT

The development of bioethics shows that there is a link
between the concept of bioethics as applied ethics and the
adopted methodological approaches. In bioethics, by enriching
the methodological apparatus, the deductive and principlistic
perspectives were modified with a view that connected it
more closely to the reality of actual problems. By adopting
discursive methods that aim to reach a reflective equilibrium
between the features of reality, which are ethically relevant
at the time and in the context of decision making, bioethics
has renewed both the conception of applied ethics and its
methodological resources.

Following the example of research in bioethics, developing
AI ethics as applied ethics presupposes two things. First, we
must focus on the specific features of AI that are significant
in attempts to improve the ethical sustainability of AI design
and development. The second presupposition is to identify
methodological tools that could help account for the morally
relevant features of AI.

It is characteristic of AI that its products and outcomes are
not just devices, but programs and applications within larger,
often extremely complex systems, such as the health and welfare
data generating system (Apotti, 2021) and taxation system (My
Tax, 2021). It is impossible to extract the AI from the rest of
the system. Most of the development of these applications is
carried out commercially within the market economy. The use
of AI is significantly more widespread than any other research
topic handled by other fields of applied ethics. Unlike biomedical
ethics, AI ethics is not tied to institutions, established professions,
or educational traditions. Moreover, no culturally determined
roles exist to support those who work in AI design that are
comparable to the role positions in healthcare settings. There
is no general conception of an agency that could be tied to a
person who utilizes AI (Mittelstadt, 2019, 501–502). In most
cases, the users are fully competent agents. They are citizens, in
both professional and private settings, who use AI to accomplish
their goals. AI is applicable to almost any human activity, which
provides innumerable possibilities for its use. Such features of AI
have moral relevance, and should receive due attention in the
formulations of AI ethics (Boddington, 2017, 93).
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The methodological developments toward a discursive
approach in bioethics indicate that the effects between the
theoretical, conceptual, factual, and practical levels are more
complex than those proposed by the deductive and principlistic
models of applied ethics. Recently, bioethicists have suggested
that bioethics should adopt a systemic approach to the subject
matter (Stoeklé et al., 2019, 24–25).

For AI ethics, the systemic approach is more urgent than
it is in bioethics, as it is typical for AI applications to
become part of various socio-technical systems, wherein humans
and technological applications, laws, social norms, and non-
intelligent infrastructures interplay in a web of actions and agents
(Dignum, 2020, 216). Conversely, Powers and Ganascia (2020,
48–49) identified that the EU ethics guidelines’ recommendations
for a human-centered approach imply that the opposite, that is, a
machine-centered approach, could be possible.

According to the socio-technical systems (STS) theory a
system comprises interconnected elements that may form
subsystems.5 The system is always more than the set of its
elements, as the nature of the system is determined by the set of
relations between the elements and subsystems within the system.
It forms an environment in which the subsystems exist, and has
a structure that is linked to its function; Any function may be
produced by various types of structures—a feature that the STS
expresses as the principle of equifunctionality. The system cannot
be captured completely through any single level of its structure,
thus expressing the principle of excluded reductionism (Ropohl,
1999, 188–192).

A system becomes socio-technical when information
technology is used to mediate between cognitive and social
interactions. This means that socio-technical systems combine
the technical and nontechnical elements of a system, such
as people, regulations, processes, and cultural aspects. Non-
technical elements are an integral part of a system and its
workings. Owing to the constantly varying and vague nature
of the non-technical components, it is difficult to design,
coordinate, and run socio-technical systems in an exact manner
(Appelbaum, 1997, 453; Mariani, 2016, 157).

The workings and functioning of a socio-technical system
do not follow a straightforward causality. Instead, such systems
have emergent properties that cannot be attributed to, or derived
from, the individual parts. Themodels, based on the link between
cause and effect, are not sufficient to account for the relations
and functioning of the system and its parts. The effects of the
work and its functioning evolve from the relationships and
dependencies that prevail among the components of the system.
Socio-technical systems function non-deterministically; that is, it
is not possible to determine the outcome of the system at a given
time, as it may change depending on the situation (Mariani, 2016,
158), which makes it difficult to regulate and direct the outcomes
of a complex socio-technical approach through the application of
rules and principles.

Well-functioning socio-technical systems are resilient in that
they can focus on their primary task, even in rapidly changing
circumstances. The subsystems and people working in them

5For the historical development of the theory, refer to Bednar and Welch (2016).

constantly adjust their actions according to the requirements
of the challenges they encounter. A resilient system reacts
to emerging situations, and knows how to anticipate changes
(Dekker, 2014, 140, 200–201). Considering that the primary task
is ethically sound and that performing it does not violate moral
norms, remaining resilient and adhering to the primary task amid
change is a morally acceptable goal. As AI applications are socio-
technical systems, one of the central tasks of AI ethicists is to
determine ways to integrate ethical sustainability with the notion
of systemic resilience.

What could serve as an approach that accounts for the nature
of AI as an active element of complex socio-technical systems and
enrich the methodological tools of a more accurate AI ethics?
We conclude our article by suggesting ways to strengthen AI
ethics as applied ethics by enriching their methodological and
practice-oriented approaches.

SECURING SAFETY AND ASSESSING

CHANGE AS ETHICALLY RELEVANT

ENDEAVORS OF AI ETHICS

Safety research is a field of rigorous academic study that has
had a close connection to the empirical reality of hazards and
risks, since its emergence approximately a century ago.6 The
research has concentrated on both preventing harmful events
from occurring, in the form of inhibiting accidents, and on
making processes and actions more reliable, in the form of
improving safety. In both approaches, the concept of risk plays
a significant role (Dekker, 2014; Reason, 2016).

Preventing detrimental chains of events is not possible
without formulating a concept for the types of happenings to be
undermined. Reiman and Oedewald (2008; see also Hollnagel,
2014, 39–47) have detected four main phases wherein the nature
of accidents has been conceptualized in the study of accidents.
First, faults in mechanical machinery are often identified as
the cause of mishaps. These observations have led to improved
technology, thus making the functions of devices and mechanical
systems more precise and regular.

As technology became more reliable after WW II, the role
of the human agent and the interaction between machinery
and human beings gained more attention. Devastating accidents,
especially at nuclear power plants and chemical factories during
the 1980s, necessitated a shift in focus, and the part played by
organizational factors received attention (Reiman and Oedewald,
2008, 35). During the past decades, a systems approach has
been introduced and adapted as a central tool in both safety
research and its practical applications. Additionally, the focus has
shifted from accidents to characteristics that maintain safety and
enable complex organizations to continue their functions and
perform primary tasks, even in rapidly changing circumstances,
functioning smoothly through occasional crises and even when
they encounter a catastrophe (Hollnagel, 2014).

6Several academic journals focus on understanding and improving safety, e.g.,
Journal of Safety Research, Safety Science, and Accident Prevention and Safety.
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Along the way, safety researchers have worked in close contact
with representatives of industry, companies, workers, and state
officials. The practice-oriented mindset has enabled them to
develop several tools for analyzing and preventing accidents, as
well as methods of learning from them.7 Analyses of accidents
and safety studies do not usually discuss ethics. The focus is on
finding practical solutions to real-life problems by attempting to
understand the factors that cause errors, accidents, and damage.
This is an ethically sound goal and shows that important moral
concerns can be integrated into distinct types of activities without
the agents naming their approach ethics.

Many of the hazards and risks associated with developing
and using AI resemble issues that are relevant to safety
research. Safety studies began with linear accident models
wherein a leading role was given to the individual agent, which
are presuppositions that many subsequent ethical codes have
adopted (Hollnagel, 2014). There are already suggestions on how
to widen the view to cover the organizational level and analyze
AI systems as parts of the surrounding societies (Tschopp,
2019). The next step is to adopt a systemic approach, following
the example of safety studies. The systems approach provides
an overall view, opening possibilities for handling significant
global problems, creating more acute consumer awareness,
and determining ways to generate more accurate regulations.
Another point of reference is the concept of risk central in safety
studies and emphasized by the European Union AI Act. The AI
Act, however, does not offer a systemic approach to safety issues;
rather, it concentrates on the regulation of high-risk AI systems
and the mitigation of the risks they entail in relation to other legal
and ethical principles stated for instance in the EU Charter of
Fundamental Rights, in a deductive manner (AI Act, 2021).

The aim of AI design and development is to change reality
by creating a desired effect on the targeted issues. One such
example is IEEE’s initiative “Ethically aligned design.” It presents
a vision for prioritizing human wellbeing with autonomous
and intelligent systems, which provides tools to measure and
consider the influence that autonomous intelligent systems have
on human wellbeing. Recent studies on what these changes
and effects are, and how to assess them, could offer sources to
improvement in the resources of AI ethics. The theory of change
and the impact management project have been developed to
help organizations and companies to better keep track of the
changes they intend to bring about and the actual effects of their
work in practice. Both approaches are designed to correspond
with the complexities of the current world, where it is difficult
or impossible to design and realize straightforward strategies.
In favorable circumstances with the right measures, the desired
change can be achieved (Theory of Change, 2021).

Impact management is a narrower andmore practice-oriented
approach than the theory of change. Both have the same

7For the different approaches in safety research, refer to the normal accident
theory approach (Perrow, 1999), the efficiency-thoroughness trade-off principle
(Hollnagel, 2009), the high reliability theory approach (Weick, 1987; Roberts,
1989), and (Hollnagel, 2014; Vanderhaegen and Hollnagel, 2015; Resilience
Engineering, 2019). For an overview of the conceptual development of safety
research and its potential for AI ethics, refer to Hallamaa (2021).

starting point in that it is impossible to predict the outcomes
of organizational activities and that their actual effects deviate
from the formulation of previously set strategic goals. Even well-
planned actions can cause unintended effects, some of which can
be detrimental and cause harm to uninvolved parties. The effects
can be ecological, social, political, and cultural, unintentionally
changing the lives of both human communities and ecosystems
(The Impact Management Project, 2021; Theory of Change,
2021).

Impact management concentrates on creating permanent
practices for measuring, assessing, and improving the influences
of factors relevant to planetary sustainability. It addresses
enterprises and investors who wish to act responsibly in relation
to environmental, social, and governance risks, and those who
wish to contribute globally to sustainable development goals
(SDGs) (The Impact Management Project, 2021).

SDGs are expressed as a set of targets and indicators
against which businesses and investors can differentiate and
communicate their roles, goals, and performance. The role of
impact management is to support actors in better understanding
and improving their performance in relation to SDGs. As part
of the approach, it evaluates both the positive and negative
aspects as well as the expected and real outcomes. Moreover,
identifying whom the outcomes concern and which factors and
agents realized these outcomes are part of the impact evaluation
(The Impact Management Project, 2021).

A similar procedure was recently adopted in the context of
an AI research conference, where the authors had to include a
statement in their submitted paper that addressed the broader
ethical and future societal impacts of their research as a
precondition of approval (Prunkl et al., 2021). Prunkl et al.
pointed out that the implementation of this new practice was
not ideal because the task was complex and difficult, the authors
lacked guidance on how to evaluate the possible effects of
their research, and there may have been pressure to stress the
positive impacts. Furthermore, the outcomes of these impact
reports are likely to be cognitively biased and of inferior quality.
However, the ethical consideration required in the process of
reporting anticipated impacts of AI research may be beneficial
to the internalization of ethical thinking as a continuing practice
(Rességuier and Rodrigues, 2020).

The theory of change is a more theoretical approach, which
aims to provide “a comprehensive description and illustration
of how and why a desired change is expected to happen in a
particular context” (Theory of Change, 2021). Starting from the
outcomes of a program, it works backward toward the desired
long-term goals, which were the starting point for the program’s
plan of action. The task is to fill in the gap between the initial goals
and outcomes by determining the actual impact of the action
plan. The analysis helps to identify the factors that must be in
place for the intended effects to occur (Theory of Change, 2021).

One of the central methods of applying the theory of change is
to analyze the underlying assumptions between the goal, chosen
course of action, and actual outcomes. This helps the involved
parties to specify the necessary components for the outcomes
to conform to the plans, and to understand the nature of
change, which the planned action should execute. Consequently,
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minor changes that often go unnoticed also receive attention,
thereby helping the actors discern factors contributing to desired
effects or inhibiting them (Weiss, 1995; Theory of Change,
2021).

The term “theory of change” was coined by Carol Weiss
in 1995, who challenged the designers of complex community-
based initiatives to articulate their assumptions on how they
expected their work to effect change. Her idea was that
explicating the implicit presuppositions would enable actors
to discern the outcomes of their work and to claim credit
for them. Weiss’ ideas were initially applied to philanthropic
organizations, government agencies, and international non-
governmental organizations; however, over the years, they have
been linked with systems thinking and complexity (Weiss, 1995;
Theory of Change, 2021).

HOW TO IMPROVE AI ETHICS

Safety research, the theory of change, and the impact
management approach all contain elements that can be used to
improve AI ethics. AI ethics could also become a more relevant
point of discussion for the industry if it adopted the reality-based
practice orientation used in safety studies and the theory of
change. Instead of formulations of high morality, it concentrates
on the fact that mistakes happen, people err, and accidents occur,
using these as motivators to improve machine-assisted human
action. Instead of formulating ethical conflicts, AI ethics could
be a way to map an effective route between planned strategic
goals and actual outcomes.

Many of the ethical problems in designing and using AI
could be formulated as questions concerning safety and risks,
making an impact, and initiating change. By concentrating on
achieving favorable outcomes and avoiding unwanted effects, the
discussion is less theoretical; thus, encouraging the discovery of
applicable answers to detected problems.

The theory of change and impact management aim to
make effective use of resources. Safety studies have avoided an
unfruitful conflict between financial values and other values by
translating the costs of neglect in safety to tangible economic
losses. Before long, failing to responsibly address issues of safety

will cost more than investing in it. Safety studies could provide
methods to make a similar correlation between commercial
interests and an ethically sound AI design.

Safety studies make constant use of technology studies, and
the experience of technology experts has had an invaluable
effect on discussions concerning safety. Similarly, a more
practice-oriented approach could make AI ethics more easily
approachable for the designers and developers of AI than
trying to educate everyone in ethical discourse. Instead
of concentrating on lists of principles and formulating
high moral values, AI ethics should focus on the change
and influence that AI has on the world. Doing so could
make AI ethics less philosophical and bring them closer
to practice-oriented approaches. By concentrating on the
methods that cause actual changes, AI ethics could improve
the design and development of AI, thereby contributing to
practical morality.
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