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1 INTRODUCTION

Opportunity++ is a precisely annotated dataset designed to support AI and machine learning
research focused on the multimodal perception and learning of human activities (e.g., short actions,
gestures, modes of locomotion, higher-level behavior).

This is an important area of research in wearable, mobile and ubiquitous computing Kim et al.
(2010); Bulling et al. (2014); San-Segundo et al. (2018); Plotz and Guan (2018) systems able to model
human behaviour and automatically recognise specific activities and situations enable new forms of
implicit activity-driven interactions Lukowicz et al. (2010), which can be used to provide industrial
assistance Stiefmeier et al. (2008), to support independent living or assist in sports and healthcare
Avci et al. (2010); Patel et al. (2012); Feuz et al. (2015); Lee and Eskofier (2018)— see Demrozi et al.
(2020) and Chen et al. (2021) for recent reviews.

Opportunity++ is a significant multimodal extension of a previous dataset called
OPPORTUNITY—including previously unreleased videos and video-based skeleton tracking.

The former OPPORTUNITY dataset Roggen et al. (2010) was used in a machine learning
challenge in 2010 Sagha et al. (2011), which led to a meta-analysis of competing approaches and the
establishment of baseline performance measures Chavarriaga et al. (2013), and was then publicly
released in 20121.

Over the years, OPPORTUNITY became a well established dataset. For instance, it was used in
one of the seminal work on deep learning for human activity recognition from wearable sensors
Ordóñez and Roggen (2016); Morales and Roggen (2016), and it has been used recently in fields as
varied as machine learning model compression for embedded systems Thakker et al. (2021), transfer
learning research Kalabakov et al. (2021), ontology-based activity recognition Noor et al. (2018),
unsupervised domain adaptation Chang et al. (2020), zero-shot learning Wu et al. (2020),
convolutional feature optimisation Hiremath and Ploetz (2021) and deep network architecture
optimisation Bock et al. (2021); Pellatt and Roggen (2021).

In recent years, there has been a growing interest in the combination of data obtained from video-
based systems together with the time-series data originating from on-body sensors Rey et al. (2019);
Kwon et al. (2020); Fortes Rey et al. (2021). Several reasons underpin this type of research: video-
based activity recognition is naturally complementary to other sensingmodalities Zhang et al. (2019);
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FIGURE 1 | (A): placement of on-body sensors. Acc are 3D accelerometers; UWB are ultra-wideband localization tags; IMU are inertial measurement units
(InertiaCube3 on the shoe and Xsens MT9 in the jacket on the upper body). (B): instrumented objects (except the bread and salami). (C): top view of the environment with
key instrumented environmental objects. (D): annotation through independent tracks indicating the high-level activities, the modes of locomotion, the left and right hand
action primitives, and finally the “mid-level” activities. (E, F): annotation counts and total time for each annotation, spanned by each annotation type, per-user.
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there is a wide availability of public videos that can be used as
additional training source (e.g., YouTube) Kwon et al. (2020);
and it makes sense to opportunistically use whichever sensing
modalities are available around the user at any point in time
Roggen et al. (2013). The original OPPORTUNITY dataset,
however, did not contain any video camera data, nor data
derived from Supplementary Video data. A similar limitation
is seen with video-focused datasets, which generally do not
include other sensor modalities Chaquet et al. (2013).

Opportunity++ addresses these limitations by enhancing the
OPPORTUNITY dataset with previously unreleased video
footage and video-based skeleton tracking. This will allow
researchers to further build on this well-recognized dataset,
while at the same time opening new research opportunities in
multimodal sensor fusion.

2 DATA COLLECTION METHOD

Opportunity++ contains the recordings of 4 people engaging in a
early-morning routine in a naturalistic home environment.

We designed the activity recognition environment and
scenario to generate many activity primitives, yet in a realistic
manner. Participants were instructed to prepare a coffee and
sandwich as part of their breakfast, have the breakfast, and finally
clean the kitchen putting utensils and foodstuffs back in place or
in the dishwasher. This scenario allows to generates a large
number of elementary actions (interaction between the
hands and objects or hands and the environment) in a natural
manner.

The environment, shown in Figure 1C, was set up to resemble
a common kitchen fitted with all the required appliances (i.e., dish
washer, fridge, etc.). The appliances as well as the object used to
complete the activities were instrumented with a wide variety of
motion and switch sensors. An inertial motion capture system
and an UWB localization system was embedded in a jacket worn
by the users performing the activities.

2.1 Activity Scenario
The dataset included data from 4 users performing everyday
living activities in a kitchen environment. For each user the
dataset includes 6 different runs. Five runs, termed Activity of
Daily Living (ADL), followed a given scenario as detailed below.
The sixth termed Drill Run, was designed to generate a large
number of activity instances in a more constrained scenario. The
ADL run consists of temporally unfolding situations. In each
situation (e.g., preparing sandwich), a large number of action
primitives occur (e.g., reach for bread, move to bread cutter,
operate bread cutter).

2.1.1 ADL Run
The ADL run consists of sequence of activities:

• Start: lying on the deckchair, get up
• Groom: move in the room, check that all the objects are in
the right places in the drawers and on shelves

• Relax: go outside and have a walk around the building

• Prepare coffee: prepare a coffee with milk and sugar using
the coffee machine

• Drink coffee: take coffee sips, move around in the
environment

• Prepare sandwich: include bread, cheese and salami, using
the bread cutter and various knifes and plates

• Eat sandwich
• Cleanup: put objects used to original place or dish washer,
cleanup the table

• Break: lie on the deckchair

The users were given complete liberty in executing these
activities in the most natural way for them. This makes these
runs particularly challenging for the recognition of human
activities.

2.1.2 Drill Run
The drill run consists of 20 repetitions of the following sequence
of activities:

• Open then close the fridge
• Open then close the dishwasher
• Open then close 3 drawers (at different heights)
• Open then close door 1
• Open then close door 2
• Toggle the lights on then off
• Clean the table
• Drink while standing, then while seated

The dashed line in Figure 1C represents the typical trajectory
of users during the Drill run, which performed the indicated
activities in the same sequence throughout.

2.2 Annotations Track
The dataset was accurately annotated a posteriori from video
recordings. The annotations include high level activities as well as
lower level actions. They are divided in multiple tracks:

• Left/Right arm: this annotation track indicates the single
action perform by the left and right hand. The annotated
actions are: stir, lock, unlock, open, close, reach, release,
move, sip, clean, bite, cut, spread.

• Left/Right arm object: these annotations refer to the object
used while performing a corresponding action from the
previous annotation track. The annotated objects are: bottle,
salami, bread, sugar, dishwasher, switch, milk, spoon, knife
cheese, knife salami, table, glass, cheese, chair, door (1 and
2), plate, fridge, cup, lazychair, drawer (lower, middle
and top),

• ML Both Arm (“mid-level” annotations): these are actions
performed with any of the two hands such as Open/Close
door, Open/Close drawer, etc. These actions might be
performed with either the right or the left arm, although
the majority of people used the right hand.

There are a total of 17 unique such activities: they correspond
to the actions “open”, “close” applied to the fridge, dishwasher,
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each of the two doors, and each of the 3 drawers, and to the
actions “toggle” the light switch, “clean” the table, and “drink”.
These 17 types of mid-level activities are the ones
that have been most commonly used for activity recognition
research.

• Locomotion: these annotations indicate the locomotion
status of the user during the session (stand, walk, sit, lie).

The list of labels composing each annotation track can be
found in Figure 1E,F, as x-axis of each histogram.

2.3 Sensor Data
The dataset comprises the readings of motion sensors
recorded while the users executed the ADL and Drill runs.
The detailed format is described in the package. The attributes
correspond to raw sensor readings. There is a total of 242
attributes.

2.3.1 Body-Worn Sensors
The body-worn motion sensors are the 7 inertial
measurement unitsand 12 3D acceleration sensors displayed in
Figure 1A.

The inertial measurement units provide readings of: 3D
acceleration, 3D rate of turn, 3D magnetic field, and
orientation of the sensor with respect to a world coordinate
system in quaternions. Five sensors are on the upper body and
two are mounted on the user’s shoes.

The acceleration sensors provide 3D acceleration. They are
mounted on the upper body, hip and leg. Four tags for an ultra-
wideband localization system are placed on the left/right front/
back side of the shoulder.

There is a total of 145 channels originating from the on-body
sensors.

2.3.2 Object Sensors
12 objects (cup, salami, water bottle, cheese, bread, salami knife,
cheese knife, milk bottle, spoon, sugar, plate, glass) are
instrumented with wireless sensors measuring 3D acceleration
and 2D rate of turn, for a total of 60 channels. This allows to
detect which objects are used, and possibly also the kind of usage
that is made of them.

2.3.3 Ambient Sensors
Ambient sensors include 13 switches and 8 3D acceleration
sensors in drawers, kitchen appliances and doors. They
corresponds to 37 channels.

The reed switches are placed in triplets on the fridge,
dishwasher and drawer 2 and drawer 3. They may be used to
detect three states of the furniture element: closed, half open, and
fully open.

The acceleration sensors may allow to assess if an element of
furniture is used, and whether it may be opened or closed.

2.4 Videos
This new release includes the videos recorded during the data
collection from a side view. The videos are recorded at 640 × 480

pixels and 10 fps. For every video, the dataset annotations are
included in form of subtitles (SRT files). These can be useful to
better understand which annotated activities take place in
the video.

The videos have been anonymized to preserve the identity
of the subjects. However, in order to make the videos
interesting for researchers, we also provide the pose
tracking of all the people in the scene generated with
OpenPose (Cao et al. (2021)).

2.4.1 People Tracking
The tracking of the people is performed using the OpenPose
framework. OpenPose can detect people in a frame and generate a
skeleton of body parts for each person detected. We used the
BODY_25 model to generate the skeletons. As the name
suggests, this model generate the x,y coordinates of 25 body
points:

“Nose”, “Neck”, “RShoulder”, “RElbow”, “RWrist",

“LShoulder”, “LElbow”, “LWrist”, “MidHip",

“RHip”, “RKnee”, “RAnkle”, “LHip”, “LKnee”,
“LAnkle",

“REye”, “LEye”, “REar”, “LEar”, “LBigToe",

“LSmallToe”, “LHeel”, “RBigToe”, “RSmallToe”,
“RHeel",

“Background"

For each body point, the model also provides a confidence
level in the interval [0–1).

Each frame can have several people in it, generally a single
participant performing the data collection protocol and one or
more bystanders. However, OpenPose does not provide tracking
of the same person across multiple frames. Therefore, we
implemented an additional post-processing step in order to
assess whether a tracked person is a participant or just a
bystander during the data collection.

The tracking of the participant is obtained through the color
analysis of the arms of all the people detected in a frame. The
participant is the only person wearing a blue jacket during the data
collection. Ourmethod extracts the level of blue in the area of tracked
arms: if the level of blue is above 50%, then that and only that person
is labelled as participant, while all the others are labelled as bystanders.

Due to the low resolution of the videos, we also defined a
custom heuristic for values of detected blue between 20 and 50%.
In this case, the person is labelled as participant only if the
coordinates of her neck and hips in the frame are nomore than 10
pixels a part from the position of a person detected as participant
with a confidence higher than 80%.

2.4.2 Anonymisation
In order to avoid possible privacy issue with the release of the
videos, we anonymise the faces of the people present in each
frame through pixelation. This technique takes a subset of a
frame, divides this area in blocks and then substitute each pixel in
each block with the average color of that block.
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In our dataset, we pixelate an area of 15 × 15 pixels using a 3 ×
3 grid of blocks corresponding to the area of the face of every
person in the frame. For every frame, the area was selected using
the x-y coordinates of the Neck generated by OpenPose. This
body point was selected as it has the highest confidence value (see
Figure 2D).

3 DATASET SUMMARY

The final release of OPPORTUNITY++ includes the data of 4
users, performing 5 ADL runs and 1 Drill run each. The dataset
includes a total of 19.75 h of sensor data annotated with multiple
tracks: 1.88 h of actions performed with any of the two hands (ML

FIGURE 2 |OpenPose tracking analysis. (A) plots the counting of people in all the frames of all the videos. (B) presents the distribution of the people in the frames in
all the videos, calculated using the Neck coordinates. (C) shows a four consecutive frames with the skeleton produced by the people tracking. Finally, (D) indicates the
distribution of the confidence values for all the body parts of the BODY_25 model.
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Both Hands), 6.01 h of locomotion status (Locomotion), 3.02 h of
annotated data for action performed with a specific hand and
4.89 h of high level activities. Moreover, the sensors placed on the
objects produced a total of 3.92 h of annotated data.

Overall, the dataset comprise of more than 24,000 unique
annotations, divided in 2,551 activity instances for ML both arm,
3,653 activity instances of locomotion, 12,242 action instances
performed with a single specific hand, 122 instances of high level
activities and 6,103 instances of interaction with the object in the
kitchen.

Due to the common high-level scenario, the data is quite
balanced amongst the 4 users, as visible from Figure 1.

4 APPLICATIONS OF THE DATASET

Opportunity++ can be used in to address a wide range of research
questions. We indicate here a few potential uses of the dataset:

• Multimodal fusion: Fusion between multiple distinct sensor
modalities can be explored, notably between skeleton data
obtained from the videos and the wearable sensors to
evaluate the potential improvements of a multimodal
activity recognition approach (Chen et al. (2016)). This
can be interesting when designing activity recognition
which aim at obtaining the highest performance. For
instance, in assisted-living scenarios occupants may wear
a few wearable devices but also be observed by cameras.

• Dynamic modality selection: Research may focus on how to
dynamically select the most suitable modalities at any point
in time, such as wearable sensors when there are video
occlusions, or Supplementary Video data when there are
wireless sensor data loss, or when battery usage of wireless
devices must be minimized.

• Data imputation: Wireless sensors may suffer from data loss,
especially in congested radio environments. This is the case in
this dataset with some of the wearable sensors indicated by
“Acc” in Figure 1A. Data imputation strategies could be be
explored to recover virtual inertial measurement data from
the Supplementary Video data. Similarly, the inertial
measurement units may be used to impute the skeleton
tracking data during occlusions. As we have synchronised
sensor and pose data, the dataset can also be used as a
benchmark for generating virtual sensor data from poses.

• Re-annotation: The publication of the videos will allow the
community to re-annotate the dataset with new or distinct
activities, and as well correct potential annotation mistakes.
While significant efforts were made to annotate the
OPPORTUNITY datasets, some minor annotation issues
may nevertheless exist. In order to ensure the comparability
of results, we recommend researchers exploring re-
annotation for activity recognition to report their results
based on the annotations as provided in this dataset, to
allow for comparison to prior work, as well as to their new
re-annotations.

• Annotation crowd-sourcing: Dataset annotation is
particularly time consuming: this dataset required 7–10 h

of annotation time for a 30-min video segment. Crowd-
sourcing can help overcome this challenge, while at the same
time opening multiples areas of research: developing
suitable tools for annotation; comparing the variability
between “expert” raters and lay person; exploring
whether common “ontologies” of annotations emerge
naturally, or how they can be influenced through
instructions provided to the annotators; etc.

• Inter-rater reliability: Data annotation of activities of daily
life is particularly challenging. Identifying the “start” and
“end” of an activity may be interpreted differently between
annotators. This dataset could be used to explore the inter-
rater reliability of annotators. This may be particularly
interesting for annotation crowd-sourcing (Nowak and
Rüger (2010)).

• Privacy-preserving annotation: While the videos here are
anonymized, the use of video-based skeleton tracking and
motion capture from wearable inertial measurement data
allows to explore how datasets could be annotated without
ever sharing the original video, thus further minimising
risks to privacy, for instance by rendering a user model in a
virtual reality environment. Early work to that end showed a
surprising human ability to recognise
characteristic activities from such a virtual model
Ciliberto et al. (2016).
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