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The Covid-19 pandemic has disrupted the world economy and significantly influenced the
tourism industry. Millions of people have shared their emotions, views, facts, and
circumstances on numerous social media platforms, which has resulted in a massive flow
of information. The high-density social media data has drawn many researchers to extract
valuable information and understand the user’s emotions during the pandemic time. The
research looks at the data collected from themicro-blogging site Twitter for the tourism sector,
emphasizing sub-domains hospitality and healthcare. The sentiment of approximately 20,000
tweets have been calculated using Valence Aware Dictionary for Sentiment Reasoning
(VADER) model. Furthermore, topic modeling was used to reveal certain hidden themes
and determine the narrative and direction of the topics related to tourism healthcare, and
hospitality. Topic modeling also helped us to identify inter-cluster similar terms and analyzing
the flow of information from a group of a similar opinion. Finally, a cutting-edge deep learning
classification model was used with different epoch sizes of the dataset to anticipate and
classify the people’s feelings. The deep learning model has been tested with multiple
parameters such as training set accuracy, test set accuracy, validation loss, validation
accuracy, etc., and resulted in more than a 90% in training set accuracy tourism
hospitality and healthcare reported 80.9 and 78.7% respectively on test set accuracy.
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INTRODUCTION

The tourism sector globally plays a significant role in long-term economic development. A huge
movement of tourists from one place to another for leisure, business, family, or friend has connected
the globe as a single village. Tourists like to visit the places for their happiness or business. Tourism is
held accountable for many factors, such as it increases income, and helps in the development of many
other industries (Manzoor et al., 2019). The advantages of travel and tourism extend well beyond
their direct effects on GDP and employment; they also include indirect benefits through supply chain
links to other industries and create induced effects. As per the report (Poole & Misrahi, 2020), the
tourism industry contributed 10.3% to global GDP, and domestic travel accounts for the bulk of
worldwide Travel and Tourism spending in 2019, accounting for 71.3% of total spending globally,
with foreign tourists accounting for the remaining 28.7%. Many countries focus on foreign tourism
because of its cash generation. Domestic tourism may be a vital instrument for generating
employment, economic growth, poverty reduction, and infrastructure upgrades.
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The Covid-19 has caused the globe to face a significant and
complex dilemma (Aburumman, 2020). It has turned out to be a
health issue, and it has also ruined the entire corporate process.
Travel and tourism have been severely impacted in the corporate
world (Alamanda et al., 2019). Due to the total lockdown
enforcement by every country, every stakeholder in the tourist
sector cannot revive. Tourism is a significant and growing source
of revenue in the economy. According to UNCTAD research
released on June 30, 2021, a drop in international tourism caused
by the coronavirus pandemic may cost the world economy more
than $4 trillion in 2020 and 2021 (COVID-19 and Tourism - An
Update, 2021). Prior to the Covid-19 pandemic, travel and
tourism had grown to be one of the most significant sectors in
the global economy, accounting for 10% of global GDP. Only 25
million individuals traveled abroad in 1950, at the dawn of the jet
era. By 2019, that figure had risen to 1.5 billion, and the travel and
tourism industry had grown to nearly unfathomable dimensions
for many nations globally.

Among the G20 nations, the hospitality and travel industries
account for 10% of employment and 9.5% of GDP on average,
with Italy, Mexico, and Spain accounting for 14% or more of
GDP. A 6-month disruption inactivity may directly lower GDP
by 2.5–3.5% (IMF F and D.,2021).

The hospitality sector has been put under tremendous strain
due to the exponential decline in personal and business travel,
resulting in reduced occupancy and revenue per available room.
During the lockdown phase, 98% of global international tourists
had declined in May 2020 as compared to 2019 which leads to a
big loss in hospitality (UNWTO., 2020). This equates to a drop of
300 million tourists and a loss of 320 billion dollars in
international tourism revenues, which is more than three
times the loss experienced during the global economic crisis of
2009. Oversupply, declining hotel prices, low consumer
sentiment, travel restrictions, and the delay of key global
events are all causing severe operational and financial
difficulties for industry players. As a result, In Malaysia, hotel
owners have been compelled to cut expenses by taking actions
such as reducing staff numbers and wages, forcing workers to
work without pay, and closing hotels entirely (Foo et al., 2020).

Passengers’ behavior has shifted as a result of the Covid-19
problem, travel limitations, and the ensuing economic crisis,
resulting in a significant decrease in demand for airline
services. As measured by revenue per passenger kilometers,
passenger air transport was down 90 percent year on year in
april 2020, and it was still down 75 percent in August, according
to IATA (IATA, 2021.). The decline in economic activity and
trade had an effect on freight, the freight service was almost 30%
lower year on year in april and was still around 12% lower in
August. To fight against the spread of the coronavirus, travel
restrictions have been imposed in all nations. Airport closures,
suspension of incoming and outgoing flights, and nationwide
lockdowns are just a few of the measures governments are doing
to combat the epidemic. Following the pandemic’s spread in the
first two quarters of 2020, at least 93 percent of the global
population lived in countries with coronavirus-related travel
restrictions, with almost three billion people living in
governments that imposed entire border bans on foreigners.

According to the research jointly published by UNCTAD,
2021a and the UN World Tourism Organization (UNWTO),
international tourism and its closely related industries incurred
a 2.4 trillion dollars loss in 2020. The tourism sector may face a
similar loss this year, and that the tourist industry’s recovery would
be dependent on the global uptake of coronavirus vaccinations
(Global Economy Could Lose over $4 Trillion Due to COVID-19
Impact on Tourism | UNCTAD,2021b, n. d.-a). Due to the
mounting losses in many countries, Covid-19 vaccines are more
prevalent in certain countries than others, tourist losses in most
industrialized countries are minimized but aggravated in
underdeveloped countries. According to the research, the tourist
industry is expected to recover faster in nations with high
vaccination rates, including the United Kingdom, the
United States, France, Switzerland, and Germany. However,
many experts predict that recovery to Pre-Covid international
visitor arrival levels would not occur until 2023 or later,
according to the UNWTO (“UNWTO World Tourism
Barometer and Statistical Annex, December 2020,” 2020).

The study examines the perceptions of Twitter users in the
Covid-19 pandemic concerning two tourism sub-domains:
hospitality and healthcare. The research was carried out using
deep learning algorithms and Natural Language Processing
(NLP) methods. The research objectives are to identify the
common similar shared terms related to tourism sub-domain
healthcare and hospitality using a topic modeling. We find the
most significant themes in each sector and reveal hidden semantic
patterns inside both sectors. This will aid us in locating and
comprehending the most widely discussed issues in the area. This
research also looks at the direction of people’s feelings towards
tourism healthcare and hospitality during the covid-19 outbreak
by calculating the sentiment score and classifying in the different
emotional categories. Now that it has been trained on real-world
data, this model may be utilized in prediction of user’s emotions
on new tweets. Lastly, we will talk about the study’s challenges
and issues and the contributions of this research in possible future
works. The structure of the research is organized in a systematic
flow, section 2 describes the literature review, section 3
methodology, section 4 experimental result, section 5
discussion and at the last conclusion and future scope.

LITERATURE REVIEW

The literature review discusses the domains related to the
research study. It also provides a panoramic overview of the
theoretical studies done in the tourism subdomain. Some relevant
studies which are related to this research study’s methodology
have been pondered upon. Along with that, the theoretical studies
have been discussed accordingly. It provides a rich source of
information. Therefore, an extensive review of literature has been
done in the area of social media, sentiment analysis, topic
modeling, deep learning, and tourism during the pandemic crisis.

The highly contagious coronavirus continues to wreak havoc on
the tourism sector, raising serious questions about its present and
long-term survival. The infection has resulted in the loss ofmillions
of jobs. India has a hospitality industry which is one of the largest
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tourism industries of the world and provides employment to lakhs
of people. Ever since the Covid-19 started, India’s hospitality and
the airline industry suffered a massive loss in revenue and has
resulted in a 30 percent dip in tourists. Being a top tourism
destination, Malaysia has suffered a net loss of 5.5 million USD
in hotel cancellations alone due to growing concern about the
raging virus (Foo et al., 2020). Kuala Lumpur is one of the top
tourist destinations for many people around the world. On top of
that, the losses incurred are far greater when the government of
Malaysia shut its doors by banning international flights. A study
was conducted on a cross-regional comparison of the effects of
covid-19 on the tourist sector. The authors of the study concluded
that the tourist industry is vulnerable to global crises (Uğur &
Akbıyık, 2020).With the dissemination of the news, passengers opt
to postpone or delay their journeys on the same day. Comments on
the benefits of travel insurance and refunds due to trip
cancellations were among the issues that further in-depth
studies discovered. An algorithm for sentiment analysis and
fake news classifications has been proposed in the studies
(Hakak et al., 2021). Another study provided a random forest
approach for predicting the patient health during Covid-19
(Iwendi et al., 2020) (Khan et al., 2020). The Deep learning
approaches provide to deal with sensitive data specifically
healthcare such as early detection of diabetic (Gadekallu et al.,
2020) where prediction and model accuracy should be more
accurate. Once the model is ready, optimization help to find the
ideal iteration and finalizing the model with proper perfections
(Agrawal et al., 2021).

With regards to social media and then amount of data it
generates every day, twitter users are said to create around 15 GB
of data each day. It is widely utilized by the general people, who
use it to express their opinions (Pandey et al., 2019)on a variety of
public topics (Srivastav et al., 2020) and to voice their complaints
to businesses and government agencies. Since tourism is one of
the biggest industries in terms of generating revenue towards a
country’s economy and at the same time most of the data is
generated from various social media websites. A study (Alaei
et al., 2017) has employed various sentiment analysis techniques
in tourism, which are examined and evaluated in terms of datasets
used and performance on key assessment measures. Facebook has
been witnessed to be used by the Korean government for the
promotion and growth of tourism (Hoon et al., 2016). Due to the
Coronavirus pandemic, a huge transformation towards online
usage has been witnessed along with a sudden increase in Twitter
usage. Social media is a rich source of information for tourists
planning for any travel strategy. Machine learning and deep
learning have played an important role in the field of medical
image processing where machine learning algorithms have been
used to classify Covid-19 affected individuals (Bhattacharya et al.,
2021) and classifying the severity of Covid-19 diagnosed patient
using neuro fuzzy techniques (Ayoub et al., 2021; Iwendi et al.,
2021). Another study on how deep learning is being used for
healthcare delivery in low and middle income countries has been
done where the authors have explained how pneumonia detection
using state-of-the-art deep learning algorithms can be utilized to
help those countries with limited facilities and resources
(Williams et al., 2021).

A study in (Kaushal & Srivastava, 2021) has taken a rather
interesting approach to study the impact of Covid-19 on the
tourism industry by taking on the interviews with 15
participants in senior positions in the hospitality industry.
The study takes a qualitative approach to research, with
email interviews serving as the primary method of data
gathering. Email interviews are becoming more frequent in
qualitative research, and given the present climate of social
distance, it is deemed most suited for the current inquiry. Email
interviews are also considered to be less expensive than
telephonic or face-to-face interviews, yet they can generate
detailed information from participants. We all are aware of
the fact that the coronavirus indeed emerged in the sprawling
capital of Central China’s Hubei province–Wuhan. The study
aimed to assess the impact of coronavirus outbreaks on the
Chinese tourism sector (Yang et al., 2020). Global visitors have
abandoned their plans to visit China, while Chinese tourists are
barred from visiting other countries. The fast spread of the
Coronavirus in China has put a halt to people’s daily lives. This
concern has influenced the country’s tourism sector both locally
and abroad. According to the conclusions of the study, because
of the danger from the virus, outsiders are afraid to interact with
the Chinese population.

Countless individuals have lost their jobs as a result of the
epidemic. Businesses are facing difficulties in returning to pre-
covid levels, and they are looking for new revenue-generating
techniques. While looking for new methods, it is critical to pay
attention to the conversations taking place on social media to
grasp the emotion. This may give suggestions for the
development of new revenue-generating initiatives for firms.
In a study (Jeong et al., 2019) on the topic modeling and
sentiment analysis of social media data, the authors of this
paper presented an opportunity mining technique for
identifying product possibilities. An opportunity algorithm
based on the significance and satisfaction of product subjects
identifies the opportunity value and improvement direction of
each product topic from a customer-centered perspective. We
must be ready to adapt to new conditions in these unusual times
when a whole country’s economy has stalled due to a lack of
tourism revenue. Businesses, too, should adapt by adopting the
aforementioned strategy to develop new ways and items to
market for increasing their revenue stream and attracting
tourists.

METHODOLOGY

Many techniques were utilized in the research to delve deeper and
gain a better understanding of the Covid-19 epidemic’s impact on
high-level tourist firms, including topic modeling, sentiment
analysis, and deep learning classification. The authors have
divided the tourist data into four categories: hospitality and
healthcare. Figure 1 illustrates a high-level overview of the
many techniques taken by the authors to understand the
impact of the tourist industry.

The datasets for each sector have been saved in a CSV format
with four attributes: datetime, tweet id, text, and username.
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Data Collection
Over the course of 8 months, we have gathered a total of 20,761
tweets pertaining to tourism, healthcare and hospitality. The data
was gathered with the help of the Tweepy library, an open-source
Python program that connects to the Twitter database. The
timeline of the tweets was between april 2020 and December
2020, when the Covid-19 virus began to spread all around the
world, forcing governments to seal their borders and ensure travel
restrictions. Figure 2 depicts the data collecting strategy. Since
the main purpose is to understand how the tourism sector has
been affected by the coronavirus, it has been segmented into
two parts.

The tourism hospitality business is the first segment, with
13,697 tweets. The tourism healthcare services is the second
segment that is helping the people during pandemic time. We
found 7,064 tweets about healthcare using the keywords’
tourism healthcare’, and “tourism hospitals”. We focused

on collecting these two sectors to identify the
interdependencies between the similar kinds of topics
shared in twitter.

Data Preprocessing
One of the most important aspects of data analysis is ensuring that
the acquired data is machine-readable. Words, photos, and videos
are incomprehensible to machines; they can only understand 1 and
0s. To be able to give an input of 1 and 0s, we must go through
many phases. The data must be pre-processed, which demands the
use of a method known as data cleaning, which entails
transforming raw data into a machine-readable format. We
need to clean the big text dataset, which is made up of tweets,
to remove any discrepancies and avoid having inconsistent data.
The study’s approach to data cleansing is straightforward. The
study made use of Excel’s inbuilt duplicate data removal feature
and removed all complete tweet duplicates. Duplicate data can have

FIGURE 1 | Processing structure.

FIGURE 2 | Data collection.
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little to adverse effects on the machine learning model. When
duplicate data was observed, the training data might have the same
instances again and again. i.e. there will be multiple same values of
dependent and independent variable combinations. Hence, when
the proposed model learns from this data, the study will get very
high accuracy on in-sample testing but out of sample testing will be
much lesser, i.e., the study will have an over-fitted model.

Furthermore, we moved ahead to clean the data in much more
detail by using python’s open-source package called Regex which
is nothing but regular expressions. The research study created a
custom python script that takes in the tweets as a whole and by
using regular expression (ThompsonKen, 1968). Then it started
with removing special characters, while converting all the tweets
to lowercase mainly because machine learning models might treat
a word which is at the beginning of a tweet with a capital letter
different from the same word which appears later in the same
tweet but without any capital letter. This might lead to a decline in
accuracy. So, therefore lowering the words would be a better
trade-off. Punctuation along with leading and trailing white
spaces in the tweets were also removed.

There are data cleaning steps that should be done specifically
in Twitter such as removing user mention ’\text [at]’, removing
HTTP links, removing emotions, the ‘rt’ character which displays
when a user retweets a tweet.

NLP Techniques for Data Cleaning
As mentioned earlier, machine learning models struggle in
understanding the raw text, and this is why there are a couple of
natural language processing sub-techniques that we incorporated:

Tokenization
The basic components of natural language processing are tokens.
Tokenization is the process pf breaking down a large chunk of text
into smaller tokens. Tokens can be words, characters, or sub words.

The most frequent technique of processing raw text is at the
token level, because tokens are the building blocks of Natural
Language. RNN, GRU, and LSTM, among the most common deep
learning architectures for NLP, analyze raw text at the token level as
well. Unstructured data and natural language text are broken down
into bits of information that may be regarded distinct parts using a
tokenizer. The token occurrences in a document can be utilized to
create a vector that represents the document. An unstructured
string (text document) is instantly transformed into a numerical
data structure appropriate for machine learning.

In tokenization, the authors needed to identify the words that
constitute a string of characters, and it is the most basic step to
proceed in processing textual data. This is important because the
meaning of the text could easily be interpreted by analyzing the
words present in the text (Webster & Kit, 1992). The study
performed tokenization before removing stop words.

Removal of Stop Words
Stopwords are the most common words in any natural language. For
the purpose of analyzing text data and building NLP models, these
stopwords might not add much value to the meaning of the
document. On removing stopwords, dataset size decreases and the
time to train themodel also decreases. A python list was createdwhich

contained all the words that fall under the category of stopwords for
removing them. Removing stop words can potentially help improve
the performance as there are fewer and only meaningful tokens left.
Thus, it could increase classification accuracy.

Topic Modelling Process
The goal of the analytics industry is to extract “Information” from
data. It’s challenging to get relevant and needed information with the
rising volume of data in recent years, much of which is unstructured.
However, technology has created some effective ways for mining
through data and retrieving the information that were needed.

Topic Modelling is one such text mining approach. As the
name implies, a technique for automatically identifying themes
contained in a text item and deriving hidden patterns displayed
by a text corpus. As a result, wiser decisions may be made.

Topic modeling is distinct from rule-based text mining
techniques that rely on regular expressions or dictionary-based
keyword searches. It’s an unsupervised method for spotting and
tracking a group of words in huge groups of texts. Using a
probabilistic model, topic modeling finds abstract themes that
recur in a corpus of documents. It’s commonly used as a text
mining technique to uncover semantic patterns in large amounts
of material. The Latent Dirichlet Allocation (LDA) statistical
model was used to find themes in a collection of documents (in
our example, a corpus of tweets).

Latent Semantic Structures
Latent semantic analysis (LSA) is a statistical model of word usage
that allows for semantic similarity comparisons across bits of
textual information. LSA’s basic premise is that there is some
underlying, or “latent,” structure in the pattern of word usage
across texts and that statistical approaches may be used to
estimate this latent structure. In this scenario, documents may
be regarded as contexts in which words appear, as well as smaller
text pieces such as individual paragraphs or phrases.

On the basis of massive corpus studies, Latent Semantic
Analysis (LSA) creates a high-dimensional vector
representation. However, LSA analyzes co-occurrence across
the corpus using a defined window of context (e.g., the
paragraph level). The co-occurrence matrix is then subjected
to a factor analytic approach (singular value decomposition) to
produce a smaller set of dimensions. Words that are used in
comparable contexts, even if they are not used in the same
context, have similar vectors as a result of the dimension
reduction. Nonetheless, their vector representations in LSA
would be comparable (Landauer et al., 2009). This foundation
makes it possible to compare larger chunks of text, such as the
meaning of phrases, paragraphs, or whole texts.

As a theoretical model and a technique, LSA has been used to
characterize the semantic relatedness of linguistic units. Its results on
conventional vocabulary and subject matter exams overlap those of
humans, it replicates humanword sorting and category judgments, it
simulates word-word and passage-word lexical priming data, and it
adequately evaluates textual coherence and learnability of texts. Our
methodology incorporates Latent Dirichlet Allocation (LDA), which
employs the latent semantic structure for textual similarity
comparison as previously mentioned.
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LDA Based Topic Modelling
In this research, the authors have used the LDAmodel to perform
topic discoveries from the existing tweets. Latent Dirichlet
Allocation (LDA) is a statistical generative model using
Dirichlet distributions (Jelodar et al., 2017).

The authors begin with a corpus of D documents and decide
how many X topics we want to uncover from it. The topic model
and D documents, represented as a mixture of the X topics, will be
the outputs. LDA finds the weight of connections between
documents and topics and between topics and words. The
advantage of LDA is that it leverages feature information to
construct a new axis, reducing variance and increasing class
distance between the variables.

LDA focuses primarily on projecting the features in higher
dimension space to lower dimensions. The three steps for
achieving this are:

1) To begin, we must determine the separability between classes,
which is defined as the distance between the mean of two or
more classes. The between-class variance is the term for this is
given in Equation (1).

Sb � ∑
g

i�1
Nip(�xi − �x)(�xi − �x)T (1)

2) Second, we must compute the distance between each class’s
mean and sample. Within-class variance is another name for it
which is shown in Equation (2).

Sw � ∑
g

i−1
(Ni − 1)pSi � ∑

g

i−1
∑
Ni

j−1
(x�i,j − �x)(x�i,j − �x)

T
(2)

Where:

Sb � Seperability between the classes.
Sw � Distance between each class’s mean and sample.
N � Number of instances.
x�� Mean of the input data points.

3) Finally, a lower-dimensional space must be created that
increases variation across classes while minimizing variance
within classes. P, commonly known as Fisher’s criteria, is a
lower-dimensional space projection.

We utilized the pyLDAvis package for our research, which is
an open-source Python framework for interactive topic model
visualization.

Sentiment Calculation Using VADER
Lexicon and Rule-Based Sentiment Calculation
For this work, Valence Aware Dictionary and Sentiment Reasoner
(VADER) based sentiment calculation were used. VADER is a
vocabulary and rule-based sentiment analysis tool that is tuned in
to social media sentiments. It is an open-source utility that is
completely free (Bonta et al., 2019). Word order and degree
modifiers are taken into account by VADER as well. It is a text
sentiment analysis model that’s sensitive to both emotion polarity
(positive/negative) and intensity (strong). It is included in the NLTK

package, and the biggest advantage about it is that it can be used on
unlabeled text data right away. The model automatically gives us a
dictionary which contains the scores of each sentiment i. e negative,
neutral and positive. These scores are calculated based on a metric
called polarity. The range of polarity is [−1,1], with -1 indicating a
negative feeling and one indicating a positive sentiment. The intensity
of a word affects whether it has any effect on the next word. Adverbs
are utilized as modifiers in English, such as “very good,” which
employs a lexicon-based method. In certain situations, the values are
precisely equal to zero. A sentiment score will be assigned based on
the polarity value, and the computation will be done in such a way
that if the score is less than 0, the sentiment will be reported as
negative. Positive sentiment is returned if the polarity is greater than
0. The score will be 0 in all other situations, and the sentiment will be
neutral. There is another score returned by VADER and that is the
compound score. Compound score is simply the sum of all the
sentiment scores and it ranges from [-1,+1] where -1 indicates
extremely negative score and on the other hand +1 indicates
extremely positive score. We have used this metric primarily to
understand the sentiments of the users (Hutto & Gilbert, 2014).

The main advantage of utilizing a lexicon-based approach is
that it is much easier to understand and update by people. Using
this method, the semantic orientation may be gathered and
classified as neutral, positive, or negative. Sentiment analysis is a
technique for extracting subjectivity and polarity from text,
whereas semantic orientation assesses the content’s polarity and
strength. This approach uses adjectives and adverbs to indicate the
text’s semantic direction (in our case it is a tweet). The sentiment
orientation value is then calculated by mixing adverbs and
adjectives. Furthermore, the entire value is derived from a single
source. Finally, a pooling technique is used to assess the sentiment
of the tweets, which takes the average of all sentiments.

Classification of Sentiments Using LSTM
RNN Algorithm
Long Short-Term Memory Networks (LSTMs) are a kind of RNN
that can learn long-term dependencies. They work tremendously
well on a large variety of problems and are nowwidely used. Neural
Networks are a strong technology that may be used for image
identification and a variety of other tasks. One of the model’s
limitations is that it has no memory connected with it. This is a
difficulty while dealing with sequential data such as text or time
series. RNN solves this problem by incorporating a feedback glance
that acts as amemory. As a result, themodel’s previous inputs leave
a trace. LSTM expands on this concept by including a short-term
and long-term memory component (Sherstinsky, 2018).

All recurrent neural networks are made up of a series of
repeated neural network modules. This repeating module in
conventional RNNs will have a relatively basic structure, such
as a single tanh layer. LSTMs are specifically intended to prevent
the problem of long-term reliance. They do not have to work hard
to remember knowledge for lengthy periods of time; it’s virtually
second nature to them. The entire architectural explanation of
LSTM Network having different input and output layers and
dealing with sequential information it combines forget gate, input
gate, and output gate (Yu et al., 2019).
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In the case of RNN, the input is divided into two sections, and it
must process multiple inputs while only performing one forward
computation (Sherstinsky, 2018). This does not occur in the BP
network. One of the two segregated inputs is the calculation’s output,
while the other is the variable present in the trained sample. RNN
manages continuous data, specifically lists and sequences. This is
what the characteristics mean. As a result, RNN and LSTM are
particularly well-suited to dealing with the aforementioned data.
However, there are a few questions to consider when using RNN.
The gradients are exploding and disappearing, which is a big concern.
Since the RNN is made up of several BPNNs, the calculation requires
a variety of activation functions, such as sigmoid. These activation
functions change the value in a certain set, such as [0, 1], and so on.
Furthermore, these functions limit the spectrum of their derivatives.

LSTM has many uses and is used in many types of research,
including forecasting stock markets, sentiment analysis, music
generation, forecasting tourism demand, time series prediction,
controlling robots, speech recognition, handwriting recognition,
semantic parsing, and much more.

In some cases, we will have to examine recent data in order to
complete the work at hand. Consider a vocabulary model that
predicts the next word based on the ones that came before it.
Recurrent Neural Network (RNN) can learn to utilize prior
experience in situations when the period between historical
information and the area where they’re needed is brief. Because
the RNN has a long-term dependency, the LSTM was included to
help with this. The LSTM architecture is a kind of RNN that is
capable of learning long-term relationships as well as solving the
vanishing/exploding gradient problem. When working with huge
volumes of data, LSTM can model and extract valuable information
from social media data extremely effectively. Hence, we decided to
use the LSTMRNNmodel since it had approximately 20,000 tweets.

Many attempts have been made to address the problem of
vanishing gradients by modifying vanilla RNNs such that
gradients do not expire as sequences become longer. The most
popular and effective of these projects has been the long, short-
term memory network, or LSTM. LSTMs have virtually
supplanted regular RNNs in terms of popularity. LSTMs are
also widely used to analyze social media data.

EXPERIMENTAL RESULTS AND ANALYSIS

This section discussed about the experimental results and analysis
of the research study.

Depiction of Topic Modeling for Tourism
Hospitality
Hovering over the first subject in Figure 3 is the pyLDAvis
interactive topic modeling visualization for the tourist
hospitality industry. This figure reveals that there are 5 cluster
themes connected with the sector, and the red bar represents the
most common terms in each subject. The blue bar represents the
overall phrase frequency of that specific word across all themes
combined. Another thing to keep in mind is that if any of the
clusters overlap or are physically adjacent to another cluster, it
suggests that the topics contain comparable terminology.

The key themes in the first topic cluster include terms like
Covid, hospitality, hotels, and industry. This implies that the
Covid-19 epidemic has caused the hospitality industry to close its
doors, resulting in billions of dollars in lost revenue (Global
Economy Could Lose over $4 Trillion Due to COVID-19 Impact on
Tourism | UNCTAD.,2021c, n. d.-b). It was observed that

FIGURE 3 | Interactive topic modeling visualization for tourism hospitality sector.
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restaurants, hotels, and resorts have been the most negatively
impacted businesses owing to a variety of factors including.

1) Lack of visitors due to Covid - 19,
2) Loss of consumers (tourists) from other regions of the nation

due to the pandemic.

We also discovered that employees and workers in the
restaurants, hotels, and other sub-sectors were laid off in large
numbers as a result of management choices made due to a shortage
of finances. Another finding from the second subject cluster was
that the same management implemented new methods to keep
their company afloat by integrating new survival marketing tactics.

Depiction of Topic Modeling for Tourism
Healthcare
Figure 4 depicts the tourism healthcare industry as an interactive
graphic. The medical tourism industry was also impacted by the
outbreak. By completing topic modeling, it was observed that the
third topic cluster led us to Thailand, where it was learned that
Thailand had made gradual steps to reopen for medical tourism,
allowing restricted numbers of patients to visit the nation for
treatment from the end of July 2020 (Tatum, 2020). Medical
tourists and up to three others who can accompany them must
follow strict standards, which include confirmation of negative
Covid-19 testing granted no more than 72 h before departure,
repeated tests while in-country, a 14-days hospital quarantine, and
other anti-infection measures. The government is responding to
the changing climate by leveraging digital technology to extend and
improve telemedicine services, fostering amore hospitable business
environment to encourage medical investment and innovation,
and advancing its sophisticated healthcare infrastructure.

Histogram of Sentiment Compound Score
for Each Sector
Figure 5 explains the compound range of sentiments. As per
depiction, the compound range varies between -1 and +1.
Figure 5A shows tourism hospitality’s sentiments where positive
rates are higher than negative. Tourism healthcare in Figure 5B has
more positive ranges and the highest frequency is between 0.5 and
0.7 and most of the tweets belong to the positive side.

Sentiment bar Plot for Each Sector
Figure 6 is a bar plot depicting the number of feelings expressed in
the various sectors of the industry taken into the study. The bulk of
the feelings are positive, as seen in the graph. In the instance of the
tourism hospitality sector in Figure 6A, VADER sentiment analysis
revealed that about 6,300 + emotions were positive. One of the
reasons for the increase in positive tweets is that when covid-19 hit
the globe, there was an inflow of tweets praising the hospitality
sector, particularly the hotel industry, collaborating with the
government for a win-win situation. Passengers had to go
through obligatory institutional quarantine, and the government
was having trouble accommodating all of the quarantine
passengers. The hotel sector offered the government a feasible
alternative for directing travelers to quarantine themselves in
hotel rooms, therefore increasing their revenue.

The ideal situation can be seen in the healthcare sector bar plot
Figure 6B, where a country’s GDP drop, which led to substantial
system reorganization, can be linked back to a huge number of
positive tweets. The negative tweets may be linked back to
numerous industry owners whose businesses were harmed as a
result of the lockdown, adversely impacting the country’s
economy. Another reason is that prominent influencers and
celebrities, notably in India, began tweeting about the

FIGURE 4 | Interactive topic modeling visualization for tourism healthcare sector.
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FIGURE 5 | (A) Histogram of compound scores for tourism hospitality (B) Histogram of compound scores for tourism healthcare.

FIGURE 6 | (A) Sentiment Count Bar Plot for Tourism Hospitality sector (B) Sentiment Count Bar Plot for Tourism Healthcare sector.

FIGURE 7 | (A) Compound score violin plot for tourism hospitality sector (B) Compound score violin plot for tourism healthcare sector.
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country’s economy tanking and the prime minister being held
accountable.

A country like India, which is developing and has a lot of
promise, may also be the reason why individuals began to
tweet that shutting the country’s borders at an early stage
would have saved a lot of lives and prevented further spread of
the virus.

Violin Plot of Compound Score for Each
Sector
The violin plot of all the sectors is shown in Figure 7. A typical
observation is that the violin plot of all positive sentiments has a
higher degree of fluctuation, particularly in the hospitality
sector. This means that the compound score from the range
of 0.2–0.5 is higher, indicating that there are more tweets in that
area. In these plots, the straight line denotes that the class
belongs to neutral sentiment, which has a compound score of
0. If the violin plot has a wider region, as it does in the instance
of negative emotions in the tourism economic sector, it indicates
that the composite score of all negative sentiments follows a
consistent range.

LSTM RNN Model Results
The input/output of the model with 85% of total data for
training and 15% have been kept for testing purpose shown in

Figure 8. Table 1 summarizes the full experimental findings
and comparisons of the LSTM RNN deep learning model for
three epoch sizes: 5, 10, 15, and 20 for each tourism sector. To
begin, an epoch size of 15 obtained the maximum accuracy of
80.9 percent and a loss of 0.011 in the tourist hospitality
sector. Secondly, the model performed well in the tourism
economy sector, with an accuracy of 75% and a loss of 0.043,
which is 5% less than the preceding sector’s performance.
Furthermore, in the fifth and 10th epochs, the final sector
which is healthcare obtained an accuracy of 76.1 percent.
Lastly, with the increase in the epoch size of 20, we saw that
the model started overfitting the dataset. Hence, we went for
the optimal epoch size of 15 which indicates the robustness of
the model.

Overall, the deep learning model performed admirably and
accurately categorized most of the sentiments, suggesting that we
could depend on the model for future sentiment classification
predictions.

Table 2 compares the random forest and support vector
classifier, two common machine learning algorithms. When we
examine the findings of Table 1 and Table 2, especially the test set
accuracy, it is apparent that the deep learning algorithm performs
well in the hospitality industry. The SVC algorithm, on the other
hand, does have a little higher accuracy in the healthcare sector.
Another thing to remember is that the test set accuracy refers to the
tweets on which the model has not been trained. The LSTM RNN

FIGURE 8 | Architecture of LSTM result.

TABLE 1 | Comparison of LSTM RNN Model Based on Epoch size.

Sectors Epoch size Loss Training set
accuracy (%)

Test set
accuracy (%)

Validation accuracy
(%)

Tourism Hospitality 5 0.225 91.1 80.3 79.7
10 0.043 98.4 80.4 80.4
15 0.011 99.6 80.9 80.9

Tourism Healthcare 5 0.168 93.7 78.1 78.1
10 0.029 99.1 78.7 78.7
15 0.007 99.3 76.1 77.7
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algorithm was chosen primarily because neural networks are a very
powerful technique for text and image classification. One of the
model’s shortcomings is that it has nomemory, which is an issue for

sequential data such as text or time series. RNN solves this problem
by introducing a feedback glance that acts as a memory. As a result,
the model’s previous inputs leave a trace. LSTM expands on this
concept by including a short-term and long-term memory
component. As a result, LSTM is an excellent tool for anything
involving a sequence. Because the meaning of a word is determined
by the words that came before it. Because of this, we chose the
LSTM RNN algorithm and took advantage of its memory feature.
Both approaches have a test accuracy that goes hand in hand, as we
observed before when comparing the results acquired by machine
learning and deep learning (Tables 1, 2). This is primarily due to the
size of our dataset. Because we were constrained by the Twitter
API’s request limits, LSTM RNN, a deep learning algorithm,
requires a large amount of data to reach its full potential.

Cluster Inter-dependency Between
Healthcare and Hospitality
In topic modeling, the study retrieved the information of common
terms which are widely used during the Covid time. Firstly, the
clusters of top tweets in healthcare and hospitality were extracted
with the help of the LDA approach. It can be observed in Table 3
that top similar terms used during pandemic times are “covid” and
“tourism” and even other words such as hospitals and hospitality
have been used maximum times by social media users. It can be
seen in Figures 3, 4 that the clusters were five in numbers namely -
Cluster 1, 2, 3, 4, and 5. The top six tweet terms were taken from
both the keywords-based topic namely - healthcare and hospitality.
The Inter Topic Distance Map was done with the help of
multidimensional scaling. The table provides a panoramic view
of similar terms in both sectors. This provides the food for thought
of cluster interdependency calculation. Six out of the top 30 salient
terms were selected in the table. The priority was given based on the
maximum percentage of the salient terms.

Our approach for this research have been proposed with three
aspect, first topic modeling which shows that what kind phrases are
being used during the pandemic, and this approach will helps to find
the trending issues related to tourism healthcare and hospitality.
Second, we used a deep learning technique based on the LSTMRNN
algorithm to classify twitter users’ emotions. In the hospitality and
healthcare sectors, one may utilize our model, which was trained on

TABLE 2 | Comparison of machine learning models.

Random forest classifier results

Sectors Sentiment Precision (%) Recall (%) F1-score Accuracy (%)

Tourism Hospitality Negative 83.3 50 62 79
Positive 77 94 85

Tourism Healthcare Negative 85 70 59 74.6
Positive 72 75 82

SVC Results

Sectors Sentiment Precision (%) Recall (%) F1-Score Accuracy (%)

Tourism Hospitality Negative 83 71 77 83.9
Positive 84 92 88

Tourism Healthcare Negative 80 66 72 79.6
Positive 80 89 84

TABLE 3 | Similar terms and inter cluster dependency.

Cluster number Healthcare
top tweet terms

Hospitality
top tweet terms

C1 tourism Covid
C1 hospitals hospitality
C1 Hospital Hotel
C1 Healthcare tourism hotels
C1 People Hotels
C1 Covid industry

Terms similarity � “covid”

C2 Healthcare tourism
C2 Tourism hospitality
C2 Economist hotel
C2 Medical videos
C2 Hospital industry
C2 Hospitals marketing

Terms similarity � “tourism”

C3 Medical hotel
C3 Tourism covid
C3 Hospitals hotels
C3 Healthcare tourism
C3 Hospital travel
C3 Best destination

Terms similarity - tourism

C4 Healthcare tourism
C4 Tourism video
C4 Education travel
C4 Medical hospitality
C4 manufacturing hotels
C4 Food storytelling

Terms similarity “tourism”

C5 Bbcnews video
C5 Coronavirus tourism
C5 Hospital hospitality
C5 Tourism benefits
C5 Medical industry
C5 Healthcare corporate
Terms similarity “tourism”
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real-world data, to assess public opinion and identify any problems
thatmay emerge in any hot zones of a country where the government
can assist, be it with medical supplies or tending to stuck tourists.
Lastly, we tried to find the similar terms interdependency in the
clusterwhich acts as an extra advantage to analysewhat kind of words
are maximally being used between the two sectors.

DISCUSSION

This research work aims to extract and analyze tweets about
coivd-19 from tourism sub-domains healthcare and hospitality
from all around the world. The Covid-19 has had the greatest
influence on the tourism domain, and visitors who had planned a
vacation to another nation away from their regular surroundings
have been trapped inside their homes.

The authors began by performing sentiment analysis with a
very distinctive approach called VADER, which has the largest
benefit of requiring very little data cleansing since it recognizes
the magnitude of the words. After the analysis, it is found that the
positive sentiments were the highest in all of the sectors which
briefly means that In the next few years, it will have a substantial
and beneficial influence on worldwide tourism. It also offers the
possibility of transforming our affected planet into a greener one.
Furthermore, we used topic modeling to discover patterns such as
word frequency and distance between words. A topic model
clusters comparable feedback as well as phrases and
expressions that appear frequently. With this knowledge, it is
possible to immediately infer what each group of texts is
discussing. Each document in the LDA model is seen as a
conglomeration of themes from the corpus. According to the
model, each word in the text is related to one of the document’s
subjects. Lastly, implementation of the state-of-the-art deep
learning algorithm and testing the model with different epoch
sizes helped in providing a robust sentiment prediction model.

Hospitality
The hospitality industry has taken huge hits in terms of revenue, and
massive layoffs occurred because of Covid-19. By implementing topic
modelling, it is seen that the restaurants, hotels, and resorts are among
the highest sectors facing difficulty. The proposed deep learningmodel
has achieved the highest values of test set accuracy of 80.9 percent,
which is the maximum among the epoch sizes between 5 and 10.
Apart from test accuracy, the authors captured the loss and training set
accuracy of 0.011 and 99.6 percent, respectively. The hospitality sector
has contributed to providing shelters for tourists with the alliance of
government agencies during lockdown phase. Many hotels came
forwards to facilitate the best services for covid victims during the
quarantine phase. This has resulted in sharing of positive narrative by
tourists when they are isolated during lockdown periods.

Healthcare
Healthcare to tourists is a critical component in which the best
medical treatment is provided to foreign tourists and visitors. The
tweets for tourist healthcare were collected from visitors who were
trapped in various nations and how they handled and shared their
experiences on social media data. On an epoch size of 10, the

created deep learningmodel for the tourism sector can produce the
best results. The study provided various implications for practice.
The Twitter analysis can be done to check the impact of various
other crises on tourism domains. The sentiment analysis using
VADER can be a boon formany researchers. The tourism economy
has witnessed a huge halt due to travel restrictions. The study has
provided a panoramic view of the analysis during the coronavirus
crisis which can help in paving the foundation for the
implementation of efficient remedial measures to sustain after
the covid-19 pandemic. The social media analysis helps the
healthcare admirative agencies to analyze the tourist sentiments
and prioritize the urgency patients due to covid complications.

CONCLUSION AND FUTURE SCOPE

Social media platforms are a medium for sharing opinions and
thoughts. Analysis of these thoughts may help to get ready for
upcoming travelers once the Covid-19 situations will normalize.
The study has a future scope of research. A post-crisis study can
also be done after the Covid-19 pandemic is over. This can help
provide a birds-eye view of the overall impact of the coronavirus
on tourism domains.

In view of the Covid-19 pandemic, Twitter data of tourism two
sub-domains: hospitality and healthcare were selected and extracted
accordingly. Analysis is done through sentiment visualization and
deep learning algorithms. Sentiment visualization is presented with
the help of bar and violin plots. This study provides a strategic
practical framework to sustain during the Covid- 19 pandemic
which revolves around the deep learning analysis of social media.
Finally, the LSTM RNN model prediction has a number of
applications, one of which is allowing government officials to
monitor social media sites such as Twitter in order to better
understand their citizens’ sentiments so that they can make
choices and act in the best interests of the country and people.

One of the paper’s future scopes is to see whether the topic
modeling suggestion can be expanded to other sectors like airline
and economy to see what kinds of comparable words are
impacting and influencing the healthcare and hospitality
industries. We were limited in the quantity of data we could
collect because of the Twitter API’s request restriction, which was
one of the study’s constraints. The LSTM RNN approach would
be considerably more robust with a much larger dataset.
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