
TYPE Brief Research Report

PUBLISHED 20 December 2024

DOI 10.3389/fncom.2024.1460309

OPEN ACCESS

EDITED BY

Solve Sáebó,

Norwegian University of Life Sciences, Norway

REVIEWED BY

Ren Larisch,

Chemnitz University of Technology, Germany

Vivek Parmar,

Indian Institute of Technology Delhi, India

Kristine Heiney,

Technical University of Berlin, Germany

Ben-Zheng Li,

University of Colorado Anschutz Medical

Campus, United States

*CORRESPONDENCE

Balázs Mészáros

bm452@sussex.ac.uk

RECEIVED 05 July 2024

ACCEPTED 04 December 2024

PUBLISHED 20 December 2024

CITATION

Mészáros B, Knight JC and Nowotny T (2024)

Learning delays through gradients and

structure: emergence of spatiotemporal

patterns in spiking neural networks.

Front. Comput. Neurosci. 18:1460309.

doi: 10.3389/fncom.2024.1460309

COPYRIGHT

© 2024 Mészáros, Knight and Nowotny. This

is an open-access article distributed under the

terms of the Creative Commons Attribution

License (CC BY). The use, distribution or

reproduction in other forums is permitted,

provided the original author(s) and the

copyright owner(s) are credited and that the

original publication in this journal is cited, in

accordance with accepted academic practice.

No use, distribution or reproduction is

permitted which does not comply with these

terms.

Learning delays through
gradients and structure:
emergence of spatiotemporal
patterns in spiking neural
networks

Balázs Mészáros*, James C. Knight and Thomas Nowotny

Sussex AI, School of Engineering and Informatics, University of Sussex, Brighton, United Kingdom

We present a Spiking Neural Network (SNN) model that incorporates learnable

synaptic delays through two approaches: per-synapse delay learning via Dilated

Convolutions with Learnable Spacings (DCLS) and a dynamic pruning strategy

that also serves as a form of delay learning. In the latter approach, the network

dynamically selects and prunes connections, optimizing the delays in sparse

connectivity settings. We evaluate both approaches on the Raw Heidelberg

Digits keyword spotting benchmark using Backpropagation Through Time with

surrogate gradients. Our analysis of the spatio-temporal structure of synaptic

interactions reveals that, after training, excitation and inhibition group together

in space and time. Notably, the dynamic pruning approach, which employs

DEEP R for connection removal and RigL for reconnection, not only preserves

these spatio-temporal patterns but outperforms per-synapse delay learning in

sparse networks. Our results demonstrate the potential of combining delay

learningwith dynamic pruning to develop e�cient SNNmodels for temporal data

processing. Moreover, the preservation of spatio-temporal dynamics throughout

pruning and rewiring highlights the robustness of these features, providing a solid

foundation for future neuromorphic computing applications.

KEYWORDS

spiking neural network, delay learning, dynamic pruning, receptive field, sparse

connectivity

1 Introduction

Spiking Neural Networks (SNNs) are the third generation of artificial neural

networks (Maass, 1997), inspired by the functioning of biological neurons. Unlike

traditional neural networks, which are stateless and process information through

continuous activation values, neurons in SNNs are stateful and communicate via sparse

binary spikes, mimicking the electrical impulses observed in biological neurons. This

enables SNNs to efficiently process temporal information, making them well-suited to

tasks involving sequential data processing. SNNs have shown significant potential as a

computational paradigm for neuromorphic computing platforms (Furber et al., 2014;

Davies et al., 2018; Merolla et al., 2014), enabling low-power and real-time processing. This

makes them a compelling basis for next-generation intelligent systems.
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Synaptic delays (between the emission of a spike and its

arrival at the post-synaptic neuron) have been suggested as a

means of improving the spatio-temporal information processing of

SNNs (Izhikevich, 2006; Paugam-Moisy et al., 2008). These delays,

which can vary across connections, allow neurons to perform

coincidence detections across longer time intervals, enhancing

SNN’s ability to process temporal information. In biological

systems, delays encompass axonal, synaptic, and dendritic

components and are modified by processes like myelination

to facilitate learning (Bengtsson et al., 2005) and coincidence

detection (Seidl et al., 2010). Furthermore, neuromorphic hardware

such as Intel’s Loihi (Davies et al., 2018), SpiNNaker (Furber et al.,

2014), and DenRAM (D’Agostino et al., 2024) incorporate

programmable synaptic delays, enabling SNNs with delays to be

efficiently deployed for real-time data processing. In the past, two

kinds of delay learning methods have been used: delay selection

and delay shift. Delay selection relies on implementing several

synapses between each neuron with various delays, and picking

the most optimal one (Bohte et al., 2002). Delay shift uses only a

single synapse, and optimizes the corresponding delay. An early

example of delay shift was the Delay Learning Remote Supervised

Method (DL-ReSuMe) that showed improved performance

compared to just training weights both in terms of accuracy

and training speed (Taherkhani et al., 2015). Wang et al. (2019)

further improved upon these results and Shrestha and Orchard

(2018) extended the approach to enable synaptic delay learning in

deep networks. In this paper, we use Dilated Convolutions with

Learnable Spacings (DCLS) (Khalfaoui-Hassani et al., 2021) which,

similarly to the approach proposed by Wang et al., convolves

spike trains with delay kernels. However, DCLS can be used in

deeper architectures and has been shown to be an effective delay

learning method on neuromorphic benchmarks (Hammouamri

et al., 2023).

Methods to decrease the number of parameters in a neural

network were first proposed more than 35 years ago (LeCun et al.,

1989; Hassibi et al., 1993) and, in recent years, overparametrisation

in deep neural networks has become a widely acknowledged

problem (Ba and Caruana, 2014). The lottery ticket hypothesis

proposes that, within an overparameterised dense network, there

exist multiple sparse sub-networks with varying performances and,

among them, one sub-network stands out as the “winning ticket”

that outperforms the others (Frankle and Carbin, 2018). Sparse

neural networks significantly reduce memory usage and energy

consumption and are required on many neuromorphic systems,

which often have a maximum fan-in per neuron (Schemmel

et al., 2010; Merolla et al., 2014) or limited memory available

for connectivity (Furber et al., 2014; Davies et al., 2018). One

means of obtaining a sparse network is to train a dense network

and remove connections using a process called “pruning” (Han

et al., 2015). However, this means that the size of models is still

limited by the training cost of the original dense model. In contrast,

biological systems dynamically rewire synaptic connections during

learning, suggesting that dynamic pruning (also known as structure

learning) and rewiring can enhance neural network performance

and efficiency. The first algorithm that both disconnected and

reconnected neurons during training was DEEP R (Bellec et al.,

2018). The method drops synapses based on their weight changes

during learning and replaces them with randomly chosen synapses

to maintain a constant number of synapses. In parallel, another

dynamic pruning method called sparse evolutionary training

(SET) was introduced, relying purely on weight magnitudes to

drop connections (Mocanu et al., 2018). Sparse Networks from

Scratch (SNFS) used the momentum of each parameter as the

criterion for reconnecting neurons (Dettmers and Zettlemoyer,

2019). RigL (Evci et al., 2021) took this one step further and uses

gradient information for growing the network. These dynamic

pruning methods aim to emulate biological efficiency, potentially

offering superior sparsity and accuracy with fewer floating-point

operations (FLOPs). According to calculations by Evci et al., at 90%

sparsity, RigL requires 1/4 of FLOPs compared to the same size

dense model, and DEEP R requires 1/10. With implementations

exploiting sparsity, both algorithms can significantly speed up

training and inference (Knight and Nowotny, 2023).

In this paper, we present our analysis of a spiking neural

network trained in a supervised fashion on the Heidelberg

Digits benchmark dataset (Cramer et al., 2022), preprocessed as

described by Zenke and Vogels (2021). We analyze the learnt

parameters of the fully connected network, then train networks

with dynamic pruning and fixed sparse connectivity, and conduct

the same analysis on these more efficient and biologically more

plausible architectures.

2 Methods

We consider an SNN with Leaky-Integrate-and-Fire (LIF)

neurons, solved with a linear Euler method,

u
(l)
i [t] =

(

1−
1t

τ

)

u
(l)
i [t − 1]

(

1− S
(l)
i [t − 1]

)
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(l)
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(l)
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where, u
(l)
i [t] is the membrane potential of the i-th neuron in layer

l at time step t, τ = 10.05 is the membrane time constant and I
(l)
i (t)

is the input current. S
(l)
i is the spike train emitted by neuron i, ϑ

denotes the firing threshold and 2 the Heaviside function. For our

numerical experiments, we used a timestep of 1t = 1.

Because 2 is non-differentiable, we replace it with a arctan

surrogate gradient during the backward pass of our training (Neftci

et al., 2019). To implement the synaptic delay training, the input

current I
(l)
i (t) is calculated using DCLS (Hammouamri et al., 2023),

i.e., convolving the spike train S
(l−1)
j from layer l − 1 with the

1D kernel
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 , n = 0, . . . ,Td

(3)

where Td = 25 is the maximum delay, d
(l)
ij is the synaptic

delay from neuron j to neuron i in layer l, c is a normalization

term so that
∑Td

n=0 k
(l)
ij [n] = w

(l)
ij and σ = 12.5 is the standard

deviation of the delay kernel, which is decreased during training.

As the kernel k
(l)
ij slides through the spike train S

(l−1)
j at each

timestep t the kernel will have access to spikes in the range
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of {t − Td, . . . , t}. The method essentially creates a temporal

convolutional kernel, where the position of weights in the kernel

corresponds to the synaptic delay. These weights can then be

learned as normal, providing a framework in which weights

and delays can be optimized together. For more details, we

refer the reader to the original publication (Hammouamri et al.,

2023).

For dynamic pruning, we combined two methods: DEEP

R (Bellec et al., 2018) for dropping connections and RigL (Evci

et al., 2021) for introducing them. In DEEP R the synaptic weights

are defined as wl
ij = s

(l)
ij max(θ

(l)
ij , 0), where s

(l)
ij is a constant sign

value, and θ
(l)
ij is the parameter trained with gradient descent.

If θ
(l)
ij is not positive, the connection is considered dormant.

We use L1 regularization to encourage pruning of unnecessary

connections. Although the original DEEP R method adds noise

to the gradients to induce stochasticity in ANNs, following Bellec

et al. (2020), we omitted this in our experiments. DEEP Rmaintains

a fixed number of synapses by randomly reactivating synapses

throughout training.

RigL introduces synapses based on gradient analysis rather than

randomly. In each iteration, the algorithm selects the k strongest

negative gradients from the inactive connections:

ArgTopK

θ
(l)
ij ≤0



−
dL

dθ
(l)
ij

, k



 . (4)

Since wemake the assumption that the weight of active connections

is positive, the original RigL method needs to be modified slightly.

Instead of picking synapses to introduce based on the absolute

gradient value, we simply pick based on the strongest negative

gradient values, since a positive gradient implies that gradient

descent wants to keep the connection inactive.

Most neural network models do not adhere to Dale’s law, which

states that neurons are either exclusively excitatory or inhibitory.

Computationally, this means that the signs for the outgoing weights

from each presynaptic neuron are the same. Since with DEEP

R we have to generate the sign matrix before training, we can

conveniently apply this constraint by generating a random sign

vector s ∈ {−1,+1} and broadcasting it into a matrix. Unless

stated otherwise, all of our results apply to networks that adhere

to Dale’s law.

To measure the spatial autocorrelation of the learned spatio-

temporal patterns, we used the method of Moran’s I (Moran,

1950):

I =
N

W

∑N
i=1

∑N
j=1 wij(xi − x̄)(xj − x̄)
∑N

i=1(xi − x̄)2
(5)

where N is the number of elements, x are the elements in the

pattern, x̄ is the mean of the elements, wij are the elements of

the spatial weights with zero diagonals, and W is the sum of all

wij. We used the 8 neighborhood case (also known as the Queen’s

case) for the weights wij to capture a broad influence. Since the

ordering in the spatial dimension is arbitrary (i.e. the ordering of

the rows (neurons) can be changed), we took 2000 random row

permutations of the matrix and determined the maximumMoran’s

I across them. With no spatial autocorrelation Moran’s I is −1
N−1 ,

meaning that it approaches 0 with increasing N. Moran’s I values

significantly below −1
N−1 indicates negative spatial autocorrelation

whereas those significantly above −1
N−1 indicate positive spatial

autocorrelation.Wemeasure if the distributions ofMoran’s I values

in trained and untrained networks are significantly different using

the Mann-Whitney U test.

We extended the PyTorch implementation of DCLS developed

byHammouamri et al. (2023) for our experiments. Our architecture

consisted of one hidden layer with 256 neurons, dropout layers with

a probability of 0.4, batch normalization, and delays in all layers in

the range of (0, . . . , 25) timesteps. We used a voltage sum readout

and cross-entropy loss for training and our model was trained with

the Adam optimizer, using a OneCycle scheduler for weights and a

Cosine Annealing scheduler for delays.

3 Results

3.1 Spatio-temporal receptive fields of
trained networks

In our experiments, we trained our models with the best

hyperparameters used by Hammouamri et al. (2023) for training

on the Spiking Heidelberg Digits (SHD) dataset, but instead trained

on the Raw Heidelberg Digits dataset (Cramer et al., 2022). We

preprocessed the dataset similarly to Zenke and Vogels (2021),

creating Mel spectrograms of shape 40 (input channels) by 80

(timesteps). We performed our experiments on this dataset because

it carries complex enough temporal information to benefit from

delay learning, but it can be solved with a relatively small network,

which makes it better suited for our analysis. The only additional

parameter we needed to tune was the L1 regularization strength.

We first trained our model without any sparsity or Dale’s law-

derived constraints and achieved 97.2%. This is higher than the

results reported by Zenke and Vogels (2021) (94 ± 2%) – the only

other paper running benchmarks on RawHD. However, the goal

of this paper is not benchmarking. We then analyzed the learnt

spatio-temporal patterns by extracting what we refer to as “spatio-

temporal receptive fields” using the process illustrated in Figure 1A.

While, in most settings, receptive fields refer to functional attributes

of the network (Linden et al., 2003; DeAngelis et al., 1995), we

use a similar concept to analyse the structural attributes of a

trained network in terms of the sign and delay of connections.

For each hidden neuron, we created a panel with input neurons

on the y-axis and delay along the x-axis. Then, for each input

neuron, we place one point at the x coordinate corresponding

to the learnt delay of its connection to the hidden neuron and

colored either blue or red based on the weight’s sign. We then

summed these panels for each output layer neuron, weighting

each by the learned hidden-to-output weight and aligning them on

the x-axis according to the learned hidden-to-output delay. These

figures allow us to see whether a certain feature for a given class

is excited or inhibited and whether it takes effect immediately or

with a delay. The results for the dense network before and after

training are shown in Figure 1B. Visually, the figure illustrates

that spatio-temporal patterns of excitation and inhibition formed

after training.
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FIGURE 1

(A) Toy example of how the spatio-temporal receptive fields were generated. W denotes the synaptic strength, D denotes the synaptic delay. (B) The

receptive field with the highest observed Moran’s I value prior to training (left) and after training (middle) in a dense network. The distributions (right)

show all observed Moran’s I values. (C) The receptive field with the highest observed Moran’s I value prior to training (left) and after training (middle)

in a sparse network. The distributions (right) show all observed Moran’s I values.

3.2 Spatio-temporal autocorrelation of
learned receptive fields

We assessed the spatio-temporal autocorrelation of each of

the 20 output neuron’s trained receptive fields by calculating the

maximum Moran’s I from 2,000 random row-wise permutations

(as the spatial ordering of neurons in our architecture is arbitrary).

We repeated our experiment 3 times and created distributions from

the 3 × 20 receptive fields for trained and untrained networks

(see Figure 1C). To assess whether there is a meaningful difference

in spatio-temporal correlation within receptive fields between

trained and untrained networks, we analyzed the distributions of

Moran’ I values for both network types using a Mann-Whitney

U test. This non-parametric test was chosen because it does not

assume a specific distribution shape for the data, making it suitable

for comparing independent samples with potentially different

variances and non-normality. For the dense networks, the Mann-

Whitney U test yielded a test statistic of 3, 598.0 and a p-value
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FIGURE 2

Types of learning. Delays are indicated by the thickness of the

connections, and red is used to highlight the changes.

of approximately 3.88 × 10−21. Given this very low p-value, we

reject the null hypothesis (H0) that the distributions of Moran’s

I values in trained and untrained dense networks are identical.

This result indicates a highly statistically significant difference

between the two distributions with the trained dense networks

exhibiting systematically different spatial correlations than the

untrained networks.

3.3 Dynamic pruning

Next, we trained networks with dynamic pruning—utilizing

DEEP R and RigL to enforce a fixed level of 87.5% sparsity and

Dale’s law bymaking all of each neuron’s outgoing connections have

the same sign. While, visually, the emergence of grouping is not

as obvious as it was in the dense networks (Figure 1C), calculating

Moran’s I and performing a similar Mann-Whitney U test

produced a test statistic of 3, 169.0 and a p-value of approximately

6.69 × 10−13. Although this p-value is higher than that observed

for the dense network, it still provides strong evidence to

reject the null hypothesis, indicating a statistically significant

difference between the trained and untrained distributions for the

sparse network.

These findings suggest that training introduces structural

features within the network’s receptive fields, contributing to

increased spatial correlation that is absent in untrained networks.

While the effect is more pronounced in dense networks, the

presence of a significant difference in the sparse network, despite

its high level of sparsity, highlights that spatial correlations remain

an important outcome of the training process. This may imply that

the network’s learning captures and reinforces spatial dependencies

critical to its task, as reflected in the elevated Moran’s I values in

trained networks.

3.4 Ablation study

In this section, we analyse the combined and separate

usefulness of dynamic pruning (i.e. structure learning) and delay

learning. We defined four models, one where the structure is

learnt, one where the synaptic delays are learnt, one where

both are learnt and one where neither are (the synaptic weights

are still trained in all cases). See Figure 2 for illustration. For

the simulations with fixed connectivity, we omitted Dale’s law,

since for the models with fixed connectivity, poor initialization

could impose significant constraints on the network. Starting

with a 50% sparsity, we progressively halved the number of

connections in a sequence of experiments. The effectiveness of

DEEP R and RigL seems highly dependent on initialization,

so we ran three repeats of each configuration and reported

the average classification accuracy. Figure 3 demonstrates that

dynamic pruning is highly effective, especially as sparsity

increases. While learning delays is beneficial when the structure

is fixed, its benefits are less obvious when the structure is

learnt. Overall, dynamic pruning seems vital for maintaining

high performance in sparse networks and we would argue

that, when structure is learned, delay learning might not

be necessary.

4 Discussion

SNNs have a strong potential for spatio-temporal processing

and synaptic delays only enhance this. Our study demonstrates

a new approach for the visual analysis of networks with delay

learning, revealing that functional spatio-temporal patterns

emerge in both dense and sparse networks. These patterns

appear more in networks where the framework allows for the

optimization of temporal parameters through gradients or

structural learning. We compared the Moran’s I distributions

of models trained with and without delay learning and

dynamic pruning. The mean Moran’s I value of the model

with fixed delays and structure was much lower (0.027

compared to 0.064) and the distributions were significantly

different (Mann-Whitney U test statistic of 166.5 and p-

value of approximately 9.97 × 10−18). At the same time the

classification performance is less (see Figure 3, red line), suggesting

that emerging spatio-temporal structure and classification

success correlate.

While delay learning seems useful with sparse connectivity,

we found that learning the structure is more important. In fact,

when the structure was learnt, delay learning appeared to bring

little benefit. This may be because gradient descent struggles with

simultaneously learning both parameters; if a newly connected

synapse has a non-optimized delay, it might be immediately

deactivated again. However, our experiments with using RigL for

removing connections (which does not happen every epoch like

DEEP R) did not show significant benefits, challenging this theory.

From another perspective, structure learning with fixed delays is
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FIGURE 3

Comparing the e�ects of structure learning and delay learning. Learning the structure does not make a huge di�erence with lower sparsity, but as it

increases the benefit becomes clear. This might not be that surprising, since these methods were built to train highly sparse models. Delay learning

improves the results with a fixed connectivity matrix, as was also shown in (Hammouamri et al., 2023). The benefits of delay learning are not obvious

when the structure is learnt.

a form of delay learning since, if a synapse has an ineffective delay,

the network can adapt by introducing a more effective synapse with

a new random delay. This method closely resembles “delay select”

SNNs (Bohte et al., 2002). However, for this method to work in the

fully connected setting, several connections are required between

each pre and postsynaptic neuron, with the number increasing

as the delay distribution widens. Ergo, from the point of view

of efficiency, we have an argument for delay learning methods

such as the one based on DCLS, especially in the fully connected

setting. However, we argue that a good test for the usefulness of

a given delay learning method is whether, in a sparse network,

it performs better than simply replacing synapses with new ones

that have a fixed random delay. In our experiments, we relied on

gradient information to reconnect weights, but this only yielded

minor improvements over random reconnection (standard DEEP

R). This implies that, in our simulations, randomly sampling a delay

value was just as effective as adjusting delays using gradient descent.

While both in our experiments and the ones run by Hammouamri

et al. (2023), delay learning does improve network performance,

perhaps the precision that delay gradient information provides is

not necessary and slows down learning performance.

In conclusion, our results show that sparse network

architectures can be efficient for machine learning tasks. Our

findings pave the way for future research into the optimization of

SNNs for various applications, particularly those at the edge that

have strong memory and computational constraints.
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