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Identifying distinctive brain 
regions related to consumer 
choice behaviors on branded 
foods using activation likelihood 
estimation and machine learning
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Introduction: Brand equity plays a crucial role in a brand’s commercial success; 
however, research on the brain regions associated with brand equity has had 
mixed results. This study aimed to investigate key brain regions associated 
with the decision-making of branded and unbranded foods using quantitative 
neuroimaging meta-analysis and machine learning.

Methods: Quantitative neuroimaging meta-analysis was performed using 
the activation likelihood method. Activation of the ventral medial prefrontal 
cortex (VMPFC) overlapped between branded and unbranded foods. The 
lingual and parahippocampal gyri (PHG) were activated in the case of branded 
foods, whereas no brain regions were characteristically activated in response 
to unbranded foods. We  proposed a novel predictive method based on 
the reported foci data, referencing the multi-voxel pattern analysis (MVPA) 
results. This approach is referred to as the multi-coordinate pattern analysis 
(MCPA). We conducted the MCPA, adopting the sparse partial least squares 
discriminant analysis (sPLS-DA) to detect unique brain regions associated 
with branded and unbranded foods based on coordinate data. The sPLS-DA 
is an extended PLS method that enables the processing of categorical data as 
outcome variables.

Results: We found that the lingual gyrus is a distinct brain region in branded 
foods. Thus, the VMPFC might be  a core brain region in food categories in 
consumer behavior, regardless of whether they are branded foods. Moreover, 
the connection between the PHG and lingual gyrus might be a unique neural 
mechanism in branded foods.

Discussion: As this mechanism engages in imaging the feature-self based on 
emotionally subjective contextual associative memories, brand managers 
should create future-oriented relevancies between brands and consumers to 
build valuable brands.
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1 Introduction

Building brands that consumers associate with strong values, 
which are referred to as “brand equity,” is imperative for building 
profitable enterprises (Keller, 1993; Aaker, 1996). Consumers’ choice 
behavior related to brand equity is underlain by the complex mental 
processes woven by rational and emotional cognitive systems. 
According to Aaker, brand equity comprises five elements: brand 
awareness, brand association, brand loyalty, perceived quality, and 
proprietary assets (Aaker, 2009). Keller insisted that brand knowledge 
is the most important element of brand equity (Keller, 1993). Since 
brand equity can be  considered a set of memories in consumers’ 
minds (Kapferer, 2008), these memories might be the most crucial 
element of brand equity. The types of memories crucial for building 
brand equity as well as the information and mental processes in 
consumers’ minds have been an important focus of research. 
Moreover, many studies in consumer neuroscience have investigated 
brain regions related to brand equity. McClure et  al. (2004) 
demonstrated that both the dorsal lateral prefrontal cortex (DLPFC) 
and hippocampus are characteristic brain regions related to brand 
equity, based on an experiment inspired by the famous Pepsi challenge. 
Given that their findings were consistent with previous marketing 
literature (Keller, 1993; Aaker, 1996), they concluded that episodic 
memory derived from the hippocampus might be a key differentiator 
between brands with high and low brand equity. However, Deppe et al. 
(2005) demonstrated intensive activation of the ventral medial 
prefrontal cortex (VMPFC) compared with the DLPFC in the case of 
branded food products. In non-food categories, several brain regions, 
such as the medial prefrontal cortex from the ventral to orbital 
regions, posterior cingulate cortex, and striatum, were activated by the 
Apple brand logo stimulus (Murawski et al., 2012) and luxury brand 
products (Audrin et al., 2017). In previous studies on global high-
reputation brands, Yoon et  al. (2006) demonstrated distinctive 
activation of the left inferior frontal gyrus (IFG), whereas Chen et al. 
(2015) demonstrated activation of a wide variety of brain regions 
(medial prefrontal cortex, posterior regions, parietal regions, and 
striatum), including the IFG. Thus, the findings on unique brain 
regions associated with brand equity remain controversial.

Neuroimaging meta-analytical methods have prevailed in 
revealing brain regions related to specific mental processes by 
aggregating many studies related to the research objectives (Wager 
et al., 2004; Eickhoff et al., 2009; Radua and Mataix-Cols, 2009; Salimi-
Khorshidi et al., 2009). However, identifying the extent to which a 
particular brain region contributes to mental processes related to the 
choice behaviors on branded products using only neuroimaging meta-
analytic methods is challenging. Multi-voxel pattern analysis/
multivariate pattern analysis (MVPA) is an appropriate approach to 
explicitly uncover brain regions contributing to particular mental 
processes by predicting cognitive function based on the voxel data of 
activated neuroimages using machine learning techniques (Norman 
et al., 2006; Haxby, 2012). Because the linear support vector machine 
(l-SVM) algorithm is used for MVPA in many cases, observed voxel 
patterns are set as features, and mental processes are set as outcomes. 
Thus, the intensities contributing to mental processes are calculated 
as particular voxel patterns in all brain regions. MVPA enables 
researchers to rigorously infer cognitive functions using a data-driven 
approach without arbitrary inferences. Ariely and Berns (2010) 
suggested that applying MVPA to consumer neuroscience and 

neuromarketing might be effective in revealing hidden information 
about consumers’ minds in purchase behavior Several studies have 
reported the application of MVPA to consumer choice behavior. The 
broad regions of the medial prefrontal cortex and insula have been 
shown to contribute to predicting car preferences (Tusche et al., 2010). 
Another study showed that activated patterns derived from a healthy 
package design in the medial superior frontal gyrus and middle 
occipital gyrus were significant distinctive brain regions for predicting 
food choices (Van der Laan et al., 2012). Similarly, Pogoda et al. (2016) 
investigated the predictive brain regions for daily confectionery 
categories sold in stores. They revealed that broad regions of the 
MPFC, DLPFC, and dorsal anterior cingulate cortex were distinctive 
brain regions for predictions. These results suggest that the 
contributions of brain regions for predicting choice behaviors might 
depend on product involvement. The dorsal part of PFC was observed 
as the brain region contributing to predictions for choice behaviors in 
studies using confectionary categories (low involvement products) as 
an experimental stimulus but not in those using cars (high 
involvement products). The consumer information process theory 
states that the types of consumer information processes depend on 
product involvement (Kollat et al., 1972). Although MVPA is useful 
for revealing the contribution of particular brain regions to mental 
processes, no studies have applied MVPA to neuroimaging meta-
analytical methods.

Therefore, in this study, we  limited our focus area to the food 
category (low involvement categories). We aimed to clearly identify the 
contributing brain regions to branded food choice behavior using 
neuroimaging meta-analytical methods and machine learning techniques.

2 Materials and methods

We adopted a neuroimaging meta-analytical method and machine 
learning to uncover characteristic brain regions related to brand 
equity in comparison with consumers’ decision-making between 
branded and unbranded food products. The former approach aims to 
reveal the shared and distinctive brain regions affecting consumer 
choice behavior between branded and unbranded foods by 
comprehensively gathering neuroimaging studies. Meanwhile, the 
latter can classify and predict types of choice behaviors, whether 
branded or not, based on the brain regions observed using 
neuroimaging methods.

2.1 Meta-analytical neuroimaging method

The neuroimaging meta-analytical method is used to determine 
activation of brain regions related to cognitive functions and diseases 
by gathering related studies using procedures subjected to the standard 
guidelines. This method involves two major approaches: image-based 
meta-analysis (IBMA) and coordinate-based meta-analysis (CBMA). 
Because IBMA uses actual neuroimaging data, activated brain regions 
related to research objectives can be accurately revealed. IBMA is 
superior to CBMA because it uses massive amounts of information on 
activated brain regions with a fully statistically brain-activated brand 
map (Salimi-Khorshidi et al., 2009). However, this approach faces 
major challenges in gathering imaging data, as data from old studies 
could be lost, and contacting researchers who may be able to source 

https://doi.org/10.3389/fncom.2024.1310013
https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org


Watanuki 10.3389/fncom.2024.1310013

Frontiers in Computational Neuroscience 03 frontiersin.org

this data is difficult. In contrast, the CBMA has no challenges with 
regards to data collection. Although CBMA might lose this 
information compared with IBMA, CBMA is highly accessible to 
researchers because it can use published studies for analyzing activated 
brain regions. The CBMA approach can produce commonly activated 
brain regions related to research objects, based on the foci reported in 
published papers. The accessibility of CBMA has increased its utility 
as a neuroimaging meta-analysis method. Three major calculation 
methods have been developed for CBMA: activation likelihood 
estimation (ALE) (Eickhoff et al., 2009), multi-kernel density analysis 
(MKDA) (Wager et al., 2004), and signed differential mapping (SDM) 
(Radua and Mataix-Cols, 2009). Because the ALE was validated in 
comparison with the IBMA, activated brain maps of the ALE had 
higher correlation coefficients with those of the IBMA than with other 
CBMA approaches (Salimi-Khorshidi et al., 2009). Therefore, the ALE 
might be  a preferable method among CBMA approaches, and 
we adopted the ALE method to calculate the activated brain regions 
in our meta-analysis.

2.1.1 Calculating activated brain regions using 
ALE

First, we  collected appropriate publications according to the 
Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) guidelines. A PRISMA flow diagram is shown in Figure 1. 
We searched studies related to our research using several search words 
from the Pubmed database (https://pubmed.ncbi.nlm.nih.gov). Search 
words for brand equity-related studies were as follows: “brand, fMRI, 
neural, and choice,” “brand, fMRI, neural, and purchase,” “brand, 
fMRI, neural, and decision-making,” and “brand, fMRI, neural, and 
preference.” Search words for un-branded objects-related studies, 
which are studies focused on consumer behavior in general decision-
making regardless of whether the objects were branded or not were as 
follows: “consumer, fMRI, neural, and choice,” “consumer, fMRI, 
neural, and purchase,” “consumer, fMRI, neural, and decision-
making,” and “consumer, fMRI, neural, and preference.” The other 

regulations for selecting the studies were as follows: We  included 
studies published between January 2000 and March 2023. All 
publications adopted for this meta-analysis were written in English 
and peer-reviewed in international journals. Moreover, Plassmann’s 
list (Plassmann et al., 2012), a well-known consumer neuroscience 
study selection for brand equity research, was added as an additional 
data resource for searching for branded studies. We excluded studies 
that matched the following conditions in the screening phase for title 
and abstract, as well as duplicate studies: (1) meta-analysis; (2) review 
articles; (3) studies without magnetic resonance imaging (MRI) data; 
(4) disease studies; (5) other non-consumer context studies; and (6) 
non-food research objective. During the eligibility phase, we checked 
the following items in addition to those checked in the screening 
phase: (1) use of food-related stuff as an experiment stimulus; (2) use 
of a brand logo as an experimental stimulus in assessing brand; (3) 
report of coordinates in activated brain regions; and (4) reported foci 
described in the three-dimensional stereotactic space of the Talairach 
or Montreal Neurological Institute (MNI). Although a brand logo was 
not used as an experimental stimulus by Plassmann et al. (2008), 
we adopted this study for this meta-analysis for two reasons. First, this 
study was listed as a branded study in the well-known consumer 
neuroscience study selection (Plassmann et al., 2012). Second, the 
research objectives and findings of this study could be considered a 
cognitive function of brand association in uncertain situations. For the 
present study (Supplementary Tables S1A,B), 12 studies (562 foci) 
were included in the branded foods group, whereas 20 studies (469 
foci) were included in the unbranded foods group.

ALE is a calculation method for seeking peak coordinates in 
activated brain regions by applying the maximum likelihood 
estimation method to a quantitative neuroimaging meta-analysis. The 
overall calculation procedure is as follows (Turkeltaub et al., 2012; Fox 
et al., 2014):

 1 Modeled activation maps were produced by applying a 
Gaussian probability density function to each focus (Eq. 1).

FIGURE 1

PRISMA flow diagram. (A) PRISMA flow diagram for branded foods studies selection. (B) PRISMA flow diagram for unbranded foods studies selection.
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ν  is a voxel, and xik  represents the reported focus. As for study i, 
Lik  is the map corresponding with a single xik , and � �3 x;, ;,£� �  is a 
three-dimensional Gaussian probability density function. The 
parameters of both µ  and £  are the mean and covariance matrix, 
respectively. I is the identity matrix, and c is a constant coefficient for 
transforming the sum of �3 .� �  over voxel into one.
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MAi is a modeled activation map (Eq. 2). MAi is also an individual 
map of maximum activation likelihood.

 2 An ALE map was created by gathering and uniting the modeled 
activation maps (Eq. 3).
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ALE �� �  represents an ALE value, which is the probability that 
might be the closest activated locations over all foci.

 3 The thresholded ALE map was obtained by conducting a 
permutation test between each voxel in the ALE map and that 
in the randomness map based on the null distribution. ALE 
values based on the null distribution are referred as to the null 
ALE (Eq.  4). Thus, the more foci that are gathered and 
converged, the more accurately the activated brain regions can 
be calculated.
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ALE� � ��  is the null ALE—an ALE value randomly calculated 
from each activated map based on random locations. � � represents a 
voxel randomly sampled from the null distribution.

We calculated the ALE algorithm using the GingerALE version 
3.0.2 software.1 The parameters for calculating the ALE algorithm were 
as follows: (1) cluster-level correction for multiple comparisons, p = 0.05; 
(2) cluster-forming threshold, p = 0.001; and (3) permutation size: 1000. 
The obtained branded and un-branded ALE maps were produced as 
NIfTI files and visualized using MANGO version 4.1 software.2

2.2 Machine learning technique

As described earlier, MVPA using machine learning techniques 
has been widely used in the neuroscience field to identify and classify 

1 http://www.brainmap.org/, accessed on August 1, 2023.

2 http://ric.uthscsa.edu/mango/, accessed on August 1, 2023.

brain regions related to cognitive function. However, unlike imaging 
data of activated brain regions, even if the coordinates data from each 
study in a CBMA could be  obtained, applying the data-driven 
approach to this study is challenging without any devices. Thus, 
we conducted feature engineering on the raw coordinate data. In this 
study, we refer to the proposed predictive method using coordinate 
data as multi-coordinate pattern analysis (MCPA).

2.2.1 Feature engineering
The information form of both the MVPA and MCPA is depicted 

in Figure 2. In MVPA (Figure 2A), voxel information is used as a 
feature variable. A voxel is a cube that contains information on the 
blood oxygen level-dependent (BOLD) signals obtained by functional 
magnetic resonance imaging (fMRI) experiences, which represents 
the presence or absence of activation. In MCPA (Figure  2B), 
coordinate information is used for analysis. The coordinate 
information mainly consists of activated foci in reported publications, 
although the deactivated voxels are included in the MVPA. Both 
feature variables are the same in terms of three-dimensional 
information regarding a brain space; however, the type of values and 
data formats used as feature variables are distinctive.

Each voxel includes information on whether brain regions are 
activated or not (colored cubes in Figure 3, and colored columns in 
the feature variables corner in Figure  3). Each voxel includes the 
information of BOLD signals, which is a numerical variable. Given 
that the voxel information is used as a feature variable, we can specify 
what voxels contribute to the outcomes using machine learning 
models. Contrarily, as for MCPA, there are three patterns representing 
feature variables. First, pattern 1 (Figure 4A) is the natural extension 
of MVPA in terms of directly revealing activated locations. However, 
as the matrix, which is occupied by numerous zero values, becomes 
extremely sparse, calculating the data might be challenging. Second, 
pattern 2 (Figure 4B) is an approach for using the raw coordinate data 
in publications. As the dimension of the feature variables can 
be significantly reduced rather than the pattern (Figure 4A), and there 
is no requirement to perform any feature engineering, machine 
learning models can be easily constructed. However, although this 
pattern can reveal the contribution to outcomes in terms of the axis of 
brain coordinates, the contributing brain locations cannot be specified, 
i.e., the y-axis direction contributes to the outcomes because the 
weight of y is higher than that of the x and z coordinates. As for 
pattern 3 (Figure 4C), although the feature variables are a type of 
categorical data similar to the pattern (Figure 4A), the dimension of 
feature variables can be reduced to 1/10,000 of pattern 1 (Figure 4A), 
despite transforming the numerical coordinate data into the dummy 
data in each coordinate. The weights, calculated in each coordinate 
using machine learning models, enable the identification of brain 
locations that contribute to outcomes. Therefore, as pattern 3 
(Figure 4C) is a promising approach, the present study adopted it.

A detailed explanation of the feature engineering is provided in 
Figure 5. For example, Figure 5A is the coordinate of the activated 
brain regions. Each element in the coordinate was horizontally lined 
(Figure  5B). Subsequently, each element of the coordinate was 
transformed into dummy variables (Figure 5C). A detailed example is 
shown in Supplementary Table S2 (Excel file). Finally, these 
transformed coordinate data were organized into one data form 
(Figure  6). The x, y, and z coordinates totaled 115, 152, and 114 
variables, respectively. The row is the foci ID, and the column contains 
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FIGURE 2

Basic brain information for conducting machine learning algorithms. (A) MVPA. There are 64 voxels in the x-axis direction, 64 voxels in the y-axis 
direction, and 49 voxels in the z-axis direction. The total number of voxels is 200,704 (64  ×  64  ×  49). (B) MCPA. Overall, 151 coordinates from left to 
right sides are lined in the x-axis direction, 188 coordinates from anterior to posterior are lined in the y-axis direction, and 154 coordinates are lined in 
the z-axis direction. The total number of coordinates is 4,371,752 (151  ×  188  ×  154). MVPA, multi-voxel pattern analysis; MCPA, multi-coordinate pattern 
analysis.

FIGURE 3

Feature variables for conducting machine learning algorithms in MVPA. Colored cubes represent voxels in the 3D brain picture. The information 
contained in these voxels is transformed into the matrix form to construct machine learning algorithms. As for the features in the matrix, the row in the 
matrix represents sample ID, and the column is voxel ID. The values in the matrix are voxel values, which represent BOLD signals. Thus, the voxel 
information is numerical values. BOLD, blood oxygen level-dependent; MVPA, multi-voxel pattern analysis.
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coordinate information that was one-hot vectorized. Accordingly, 
these values in the columns were set as feature variables. 
We transformed all obtained coordinate data into one-hot vectors 
using scikit-learn 1.3.0 (Python module for machine learning).3

2.2.2 Modeling algorithm
Although SVM is generally used as a machine learning algorithm 

for MVPA (Norman et  al., 2006; Haxby, 2012), data after feature 
engineering are too sparse to apply SVM directly. Given that 
transforming sparse data into dense data has been confirmed to 
enhance the accuracy of machine learning approaches, we adopted the 
sparse partial least squares discriminant analysis (sPLS-DA) (Lê Cao 
et  al., 2011) as a modeling algorithm. The sPLS-DA modifies the 
PLS-DA algorithm (Barker and Rayens, 2003; Boulesteix and 
Strimmer, 2007); the PLS-DA is a natural extension of the PLS 
algorithm (Boulesteix and Strimmer, 2007) that deals with categorical 
values as outcome variables.

First, the PLS-DA has latent components such as the PLS. X is a 
feature variable, and Y is an outcome variable constituting the dummy 
matrix. Here, latent components t X ah h h=  and u Y bh h h= . h(1, 2 …, 
H) are the number of dimensions in the components. Both ah and bh 
are coefficients representing the importance of contributing to each 

3 https://scikit-learn.org/stable/, accessed on August 1, 2023.

component. Both Xh and Yh  are residual matrices. The PLS-DA is 
calculated by maximizing the following covariance formula (Eq. 5).

 
max

cov , . .

a b

h h h h h h

h h

X a Y b s t a b
,

,

� �
� � � �2 2 1

 
(5)

Thus, the feature variable X is decomposed into H components.
Second, the sPLS-DA is an approach combined with the L1 

regularization method. The equation to maximize covariance formula 
is as follows (Eq. 6):
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h h h h h h h h
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,

,

� �
� � � � �2 2 11 �

 
(6)

This modification enables the assessment of feature variables. λh 
is the regularization parameter which controls the influence of the 
regularization term ah1.

Hence, the sPLS-DA approach has preferable characteristics for 
transforming sparse data into dense data using a decomposition 
method and assessing the contributing feature variables to outcome 
variables by L1 regularization. Although the convolutional neural 
network (CNN)-based classification model may be  useful as an 
alternative approach, it cannot clarify the contribution of feature 
variables to the outcome. Therefore, even though the data may have 

FIGURE 4

Feature variables for constructing machine learning algorithms in MCPA. The row in all patterns represents foci ID. Feature variables are stored in the 
column, and the expression of the column is distinct in each pattern. The way of modeling is distinct depending on the patterns of the expressing 
feature variables. Accordingly, the obtained results are also distinct. (A) Feature variables of pattern 1 in MCPA. All feature variables are coded as dummy 
variables. The value “1” is given to only the activated locations. Accordingly, the value “0” is given to all elements in other columns. The number of the 
value “1” in each row is one piece. In modeling the machine learning algorithms, these binary-coded values in each column are adopted as feature 
variables. (B) Feature variables of pattern 2 in MCPA. The values of coordinates described in publications are directly adopted as feature variables in 
modeling the machine learning algorithms. (C) Feature variables of pattern 3 in MCPA. The value “1” is coded at only one element in each coordinate (x, 
y, z), corresponding to the activated brain coordinates. Accordingly, the number of the value “1” in each row is three pieces. These values are feature 
variables for modeling machine learning algorithms. MCPA, multi-coordinate pattern analysis.
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an extremely sparse structure and high-dimensional feature variables, 
the sPLS-DA can be expected to address this issue.

Third, the data integration analysis for biomarker discovery 
using the latent variable approaches for omics studies (DIABLO) 
method is an extension of the sPLS-DA, which is an analysis 
algorithm for single omics, to analyze multi-omics data by 
integrating each omics (Singh et al., 2019). The overview of omics 
information analysis is depicted in Figure 7. Omics information is 

biological information, such as genomics, transcriptomics, 
proteomics, metabolomics, and lipidomics (Figure 7A). As shown 
in Figure 7A, although this information has distinctive roles, the 
information hierarchically restricts and has relationships with each 
other. Multi-omics analysis is an analysis to reveal the interaction of 
each omics. In the multi-omics analysis, as each omics information 
is dealt with in a different mode, this omics information is not 
calculated in a mixed-up manner (Figure 7B), unlike single-omics 

FIGURE 6

Structure of dataset for machine learning. The brain coordinates, one-hot vectorized, and outcomes, which represent the product choice, whether 
branded or not, were stored in columns. Each foci ID was stored in rows.

FIGURE 5

A detailed explanation of transforming activated focus to one-hot vectors in the feature variables of pattern 3. (A) Coordinate of the activated brain 
regions. (B) The column of the future variables. In the present study, the observed range in the x-coordinate was from −69 to 66. The observed range 
in the y-coordinate was from −105 to 68. The observed range in the z-coordinate was from −52 to 69. (C) The coded value “1” corresponds to the 
coordinates of the activated brain regions (written in red ink).
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analysis (Figure 7C). Similar to the omics, the brain coordinates (x, 
y, z) represent activated locations in brain space and have 
relationships with each other. Therefore, as each coordinate can 
be  distinctively dealt with, calculating a coordinate in a mix-up 
manner might be inappropriate. Unlike the sPLS-DA, the DIABLO 
method can treat each coordinate as a mode; thus, we adopted the 
DIABLO method to treat each coordinate as a block (Figure 7D). A 
brief explanation of the DIABLO method in PLS-DA is as follows:
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where Q denotes the feature group data sets 
X N P X N P X N PQ

Q
1

1
2

2
� � � � � ��� � �� � �� �, , . q = 1,2,⋯ Q. In this 

study, Q expresses the number of coordinate elements (“x,” “y,” “z”) as 
blocks. P is feature variables (each coordinate variable; x10, x20, y10, 
y5, z10, z60, etc.…), N is the number of sample, cq j,  is the design 
matrix, Xh

q is the deflated residual matrix of the data set X q, h is the 
number of components, ah

q is the loading vector on the component h. 
λq is the regulation parameter (L1 regulation). When executing 
discriminant analysis, X q  is replaced with the outcome dummy 
matrix Y.

We conducted sPLS-DA using R and mixOmics (R packages).

3 Results

Both the ALE and MCPA analysis provided individual statistical 
results: ALE values were calculated using an ALE algorithm, and 
loading values, which is coefficients for the contribution of coordinates 
to outcomes, were calculated using sPLS-DA DIABLO. The detailed 
explanations are described below.

3.1 ALE

The ALE results are presented in Figure 8 and Table 1. Regarding 
branded-food-related brain regions, activation was observed in the 
lingual gyrus, cuneus, VMPFC, and parahippocampal gyrus (BA28, 
close to the amygdala) (Figure 8A). The brain region activated by 
unbranded foods is the VMPFC (Figure  8B). Overlapping brain 
regions between branded and unbranded food were observed in the 
VMPFC (Figure 8C).

3.2 MCPA

The model was validated by splitting the dataset into two sets of 
training data (n = 831) and test data (n = 200). Because the variance of 
the feature variables was too small to conduct a cross-validation 

FIGURE 7

Explanation of omics information analysis and application of the multi-omics analysis data form to brain coordinates data. (A) Structure of omics 
information. (B) Data form of the multi-omics analysis (sPLS-DA DIABLO). (C) Data form of single-omics analysis (sPLS-DA). (D) Applying data form of 
multi-omics analysis to the brain coordinate data. P represents variables. The different number of variables in each omics information is allowed. 
However, the same number of N should be required among omics information. OC is a categorical variable. OC, outcome; G, Genome; T, 
Transcriptome; Pr, Proteome; M, Metabolome. sPLS-DA, sparse partial least squares discriminant analysis; DIABLO, data integration analysis for 
biomarker discovery using latent components.
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FIGURE 8

Results of ALE: Activated brain regions. (A) Branded foods-related decision-making. (B) Unbranded foods-related decision-making. (C) The region of 
interests (ROIs) map overlayed by both branded and unbranded foods-related decision-making. Red areas represent brain regions related to branded 
foods-related decision-making. Green areas represent brain regions related to unbranded foods-related decision-making.

TABLE 1 Results of ALE.

Cluster # Side Brain region BA Peak voxel coordinates (MNI) ALE values Cluster size 
(mm3)

x y z

Branded foods

1

R Lingual Gyrus BA18 6 −88 4 0.0349

6,368R Lingual Gyrus BA18 8 −74 −2 0.0319

R Cuneus BA17 22 −86 16 0.0205

2
L Anterior Cingulate 

(VMPFC)

BA32 −4 40 −8 0.0434
2,296

3 R Parahippocampal Gyrus BA28 18 −4 −16 0.0354 1,336

4 L Lingual Gyrus BA18 −18 −74 −4 0.0279 1,032

Unbranded foods

1
L Medial Frontal Gyrus 

(VMPFC)

BA10 −6 42 −16 0.0250
1,064

ALE, activation likelihood estimation; BA, Brodmann areas; MNI, Montreal Neurological Institute; VMPFC, ventral medial prefrontal cortex.
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method determining the optimal number of variables, this number 
was determined by calculating the balanced error rate. The balanced 
error rate is the performance index for the learned model assessed by 
the test dataset, based on the number of feature variables from 5 to 110 
(Figure 9). Given that 70 feature variables were the minimum value of 
the balanced error rate (0.2841), we  selected 70 effective feature 
variables for each component. The balanced error rate of 0.2841 was 
above the chance level. The confusion matrix is listed in Table 2.

The loading values of each component, which are indices that 
contribute to the discrimination between branded and unbranded 
foods, are shown in Figure  10 and Supplementary Table S3. The 
loading values corresponded with ah

q in Eq. 7. The loading values are 
weights on components (latent variables) and are calculated on each 
component. The loading values represent the contribution to the 
outcome variables. We conducted the sPLS-DA DIABLO algorithm 
by setting two components. Unlike PLS, the discriminant 
performances are more crucial than the explained variance in the PLS 
algorithm family. Nevertheless, explained variances can be referable 
by considering the contribution to the quantitative measurements for 
explaining the dominating components in the data. Each explained 
variance of coordinates is described as follows: x-coordinate: 
component 1 = 0.00880, component 2 = 0.00876; y-coordinate: 
component 1 = 0.00662, component 2 = 0.00661; and z-coordinate: 
component 1 = 0.00662, component 2 = 0.00661. The detailed results 
are described below. Although the variances of both components in 
each coordinate were almost similar, explained variances of 
component 1 in each coordinate yielded slightly higher values.

X_9 in component 1 was the most effective variable contributing 
to the prediction of consumer decision-making related to branded 
food. Subsequently, X_3 and X_6 strongly influence branded food-
related consumer decision-making. Similar to the top-tier variable 
group, the coordinates belonging to the second group were also 
positioned in the relatively medial regions (X_m3, X_18), except 
X_43. The x coordinates with high loading values in unbranded foods 

were mainly placed on the lateral side of the brain in both components 
1 and 2, although the medial part of the coordinates (X_0, X_10) was 
partly observed in component 1 (component 1: X_26, X_m46, and 
X_50; component 2: X_39, X_46, and X_m50). Regarding the 
y-coordinates in branded foods, the coordinates of the posterior sides 
were dominant in components 1 and 2 (component 1: Y_m85, Y_
m88, and Ym_73; component 2: Y_m83, Y_m90, Y_m96, and Y_
m103). Regarding the results for unbranded foods, the coordinate 
variables in the anterior and posterior parts of the brain regions 
contributed to component 1 (Y_m72, Y_m48, Y_9, Y_m3, and Y_60), 
whereas the coordinate variables from the anterior to posterior parts 
of the brain contributed to component 2 (Y_m77, Y_1, Y_31, Y_m63, 
and Y_m33). The z-coordinates with high loading values in branded 
foods were organized around the middle area of the brain on the 
sagittal plane in both components 1 (Component 1; Z_19, Z_m5, 
Z_13, Z_m8, and Z_7). Regarding component 2 in branded foods, the 
z-coordinates were broadly scattered from the ventral to the dorsal 
regions of the brain (component 2; Z_20, Z36, Z_m34, Z_25, and Z_
m16). Regarding the z coordinates of unbranded foods, there were no 
convergent brain areas with high loading values in components 1 and 
2 (component 1; Z_0, Z_26, Z_3, Z_m7, and Z_m46/component 2; 
Z_15, Z_53, Z_11, Z_0, and Z_69). Thus, the medial and posterior 
regions contribute to discriminating branded foods, whereas the 
lateral regions play a role in identifying unbranded foods.

Because network analysis can visualize the correlation structure 
between coordinate variables, a connection pattern among an element 
of coordinates, which is the spatial position of the brain, might 
be innately reconstructed. The structure of the association between the 
feature variables was analyzed using the relevance network approach 
implemented in the mixOmics package (Figure 11). The edges of the 
network, which are calculated by the integrated method between 
canonical correlation analysis and sPLS, represent a connection 
strength between the different elements of the coordinate, which are 
referred to as “nodes” (González et al., 2012). In Figure 11, the circle is 
a node, and the line represents an edge. Values on the edges are referred 
to as the association score, which is calculated as follows:

Here, X n p�� � and Y n q�� � are two block data matrices. X is a 
feature variable, whereas Y is an outcome variable. n is the number of 
samples, and p and q are the number of variables. X p  denotes pth 
variable in the X block data ( j p=1, ). X q  denotes qth variable in 
the Y block data (k q=1, ) . M j

k  represents an association score of 
the jth row and kth column of the M. X (Eq. 8) and Y (Eq. 9) are 
decomposed using PLS algorithm as follows:

 
X U U U r r� � � � � � � � � �� � �

1 1 2 2� � �
 

(8)

 
Y U U U Er r r� � � � � � � � � � �� � �

1 1 2 2� � �
 

(9)

Ul is the latent variables (l r=1, ). r represents the number of the 
decomposed dimensions. Here, U Xal l= . al is a loading value, and φ l 
and ϕ l  are coefficients on Ul in regression. Er  is the residual matrix 
(l r=1, ). ul  denotes the standard deviation of Ul. By using the 
orthogonal properties of the latent variables and decompositions in 
(Eq. 8) and (Eq. 9), xl

j= correlation (X Uj l, ) = ul jlφ  and yl
k= correlation 

(Y Uk l, ) = ul k
lϕ . Thus, the association score Mk

j is defined as (Eq. 10):

FIGURE 9

The trajectory of the balanced error rate. The lowest balanced error 
rate was 0.2841 at 70 feature variables.

TABLE 2 Confusion matrix.

Predicted

Branded 
foods

Unbranded 
foods

Actual
Branded foods 90 27

Unbranded foods 28 55
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Therefore, the association score Mk
j enables the measurement of 

the relationship of feature variables across blocks.
As shown in Figure 11A, nodes of the lateral, posterior, and dorsal 

sides were assessed in the network of unbranded food choice behavior. 
Regarding the network of branded food choice behavior, the medial 
side, posterior side, and middle of the vertical line of the brain axis were 
characteristically observed. The network shown in Figure  11B is 
sharpened and more clearly structured than that in Figure 11A, owing 
to the application of a higher cut-off rate (a thresholded association 
score for visualization). Therefore, we mainly analyzed the network 
structure based on Figure  11B. The branded food-related network 
represents strong connections between the node corresponding with 
the right medial region (X9), left posterior region (Ym_88), and center 
areas of z (Z_m5). Considering the exclusion of negative connected 
nodes and given that these nodes were connected in a triangle, these 
connected coordinates correspond with the following foci: (9–88 –5). 

This coordinate corresponds to the lingual gyri. This result is consistent 
with that of the ALE. Regarding the unbranded food-related network, 
the connection groups are the right lateral region (X_17), the posterior 
region (Ym_96), and the dorsal region (Z_20). These positively 
connected nodes correspond with brain foci (17–96 20), which is the 
cuneus (BA18). For brain regions related to unbranded foods, the 
dorsal and lateral sides of the brain regions were characteristically 
detected, although these areas were inconsistent with the ALE results.

4 Discussion

In this study, using ALE and MCPA, we  identified three 
characteristic brain regions related to branded foods: the lingual 
gyrus, PHG, and VMPFC. As the lingual gyrus was validated by 
the results of both ALE and MCPA, this might be the most robust 
and unique brain region related to consumers’ branded food 
decision-making. Although MCPA did not detect the PHG or 
VMPFC, these brain areas might also play a crucial role in mental 
processes related to branded food decision-making. All of these 

FIGURE 10

The top 20 ranked loading values in each coordinate. (A) Component 1. (B) Component 2. Blue bars represent contributed variables to branded foods-
related decision-making. Orange bars represent contributed variables to unbranded foods-related decision-making.
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regions are located in the medial part of the brain and match the 
cortical midline structure (CMS) (Northoff and Bermpohl, 2004). 
Furthermore, the CMS is associated with self-referential processing 
(Northoff and Bermpohl, 2004), suggesting that the mental 
processes of consumer decision-making regarding branded foods 
may underlie this process. According to several marketing studies, 
brand equity must, most importantly, allow consumers the 
possibility of self-expression (Aaker, 1996; Fournier, 1998). To 
achieve this benefit, tied information between the brands and 
consumers is required. Since the benefit is a self-referential process, 
our results are consistent with the previous marketing literature 
(Aaker, 1996; Fournier, 1998). Regarding brain regions related to 
unbranded foods, only the VMPFC was characteristically activated. 
Although the lateral frontal region was activated, no specific 
converged brain regions were detected. The VMPFC had 
overlapping brain regions between branded and unbranded food-
related decision-making. This suggests that the VMPFC might 
be  the core brain region in food-related consumer decision-
making, regardless of whether branded foods are used as 
experimental stimuli. This region is almost consistent with that 
identified by McClure et  al. (2004) in famous study using 
blindfolded brand logos, although there are slight differences in 
that the decision-making area in the present study was located in 
the left side of the ventral PFC, whereas that in McCure et al.’s 
study was located in the right side of the ventral PFC. The VMPFC 
is well known as the value calculator and integrator in the brain 
(Delgado et al., 2016). This region plays a crucial role in subjective 
reward processing and subjective value decision-making, including 
social aspects (Bartra et al., 2013; Sescousse et al., 2013; Clithero 
and Rangel, 2014). Further, it evaluates objects in terms of 
pleasantness and unpleasantness (Peters and Büchel, 2010; Yin 
et  al., 2021). Yin et  al. (2021) demonstrated that the VMPFC 
facilitates the prioritization of self-related stimuli in cooperation 
with brain regions comprising a working memory network. Thus, 
this region may be associated with assessing the value of objects 

and matters regarding self-relevancy. Since activation of this brain 
region overlapped between branded and unbranded foods in this 
study, mental processes related to self-related valuation might play 
a crucial role in food-related decision-making, regardless of 
whether the food is branded.

The lingual gyrus is associated with episodic and autobiographical 
memories related to visual information (Burianova and Grady, 2007; 
Burianova et al., 2010). The visual imagination plays a crucial role in 
the retrieval of autobiographical memories (Greenberg and 
Knowlton, 2014). de Gelder et al. (2015) observed activation of the 
lingual gyrus in blind individuals with bilateral primary visual cortex 
lesions in an auditory and visual imaginary task. When reading 
sentences, the lingual gyrus was activated regardless of the 
participants’ previous information (Mo et al., 2006). Jin et al. (2009) 
suggested that the lingual gyrus engages in predictive inferences in 
terms of contextual comprehension by referring to long-term 
memory. This suggests that the lingual gyrus is associated with the 
visual construction of spatial scenes. Moreover, this region engages 
in creative thinking (Zhang et  al., 2014, 2016; Jauk et  al., 2015). 
Considering that divergent thinking is a type of creativity that 
explores multiple options from various perspectives, it requires many 
cognitive resources (Guilford, 1967; Runco and Acar, 2019). Given 
that the lingual gyrus is associated with vivid visual memory, visual 
imagery contributes to solving complex problems while executing 
divergent thinking (Zhang et al., 2016). Moreover, the lingual gyrus, 
in cooperation with other cortical regions, may play a crucial role in 
semantically assembling and assimilating vividly visualized 
representations stored in the long-term memory system (Zhang et al., 
2014). Visual imagery of the lingual gyrus may lead to ideational 
originality and fluency (Jauk et  al., 2015). Thus, this region may 
mentally operate and integrate visual elements, including spatial 
information, in cooperation with other brain regions.

The PHG (BA28) engages in memory-related mental processes, 
such as episodic memory, autobiographical memory, associative 
memory, encoding, and recognition (Boccia et al., 2019). Given that 

FIGURE 11

Relevance network between coordinates. (A) Relevance networks with a cut-off rate of 0.11. (B) Relevance networks with a cut-off rate of 0.13. The 
edge colors of both yellow and red represent strong ties. Light blue and blue edge colors represent weak ties. Green edge color represents relatively 
strong ties.
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the PHG (BA28) is closely positioned to the amygdala, these 
connected brain regions are involved in emotional memory 
processing, regardless of input sensory modalities, such as visual, 
auditory, and odor (Kesner and Rogers, 2004; Buchanan et al., 2006; 
Dahmani et al., 2018; Zhou et al., 2021). Memory processing driven 
by PHG (BA28) is involved in spatial information and navigation 
(Ekstrom and Bookheimer, 2007; Epstein, 2008). These features can 
lead to the formation of contextually associative memory processing 
and navigational functions (Aminoff et al., 2013). Interestingly, the 
connection between the lingula gyrus and PHG (BA28) is associated 
with predictive inference (Jin et al., 2009). When reading sentences, 
predictive inferences facilitate understanding beyond the actual 
content by taking contextual information (Allbritton, 2004). 
Contextual associative memories based on visual imagery, which are 
derived from the connection between the PHG and the lingual gyrus, 
might contribute to predictive inferences.

Moreover, both the PHG, including BA28, and VMPFC are the 
major regions composed of the medial temporal lobule subsystem 
(MTL subsystem), which is a sub-system of the default mode network 
(Andrews-Hanna, 2012; Ward et al., 2014). The MTL subsystem is 
associated with imagining the future self and contextually reconstructs 
autobiographical and episodic memories (Addis et al., 2009; Andrews-
Hanna et  al., 2010b), a process spontaneously driven by imagery 
(Andrews-Hanna et al., 2010a). The MTL subsystem is involved in 
spontaneous subjective memory processing. Given that a connection 
between regions of the MTL system and the lingual gyrus has been 
observed in resting-state functional connectivity studies (Ward et al., 
2014; Lee and Xue, 2018), the lingual gyrus may be involved in mental 
processes derived from the MTL subsystem.

The novelty of the present study lies in the identification of a 
unique and converged brain region for branded food-related 
decision-making using both the ALE and MCPA, regardless of 
experimental task differences, and provides MCPA, which is a new 
approach for detecting brain regions using the sPLS-DA DIABLO 
method, based on the obtained coordinate data. To the best of our 
knowledge, this is the first study to predict mental processes and 
behaviors using published coordinate data. This proposed 
approach, namely the MCPA, might extend the usage of CBMA 
and help researchers provide additional insights into CBMA 
results. The MCPA using sPLS-DA DIABLO takes advantage of 
reducing dimensions compared with that using direct brain 
location data (Figure 4A: MCPA pattern 1) as feature variables and 
for identifying brain locations, unlike raw coordinate data 
(Figure  4B: MCPA pattern 2). However, this study has several 
limitations; although our findings may have comprehensive 
validity in the food category, several factors remain to be addressed. 
Because analyses were conducted concerning brain regions by 
focusing on a single category, concerns about fluctuating activated 
brain regions could be  excluded depending on the categories. 
However, the present study did not consider the influence of the 
differentiation of demographic variables (sex and age) or 
psychological variables (sense of values and personality). These 
variables are crucial in market segmentation strategies and may 
be crucial to the perceptions of and benefits of a brand. The present 
study did not consider the quantity and quality of consumers’ 
brand knowledge, including the relationship between brands and 
consumers. Even if consumers perceive the same brand, those who 
are favorable to the brand may have more positive attitudes (Batra 

et  al., 2012). Additionally, there are some concerns in 
CBMA. According to Salimi-Khorshidi et al. (2009), the IBMA 
approach is the most optimized and ideal method for analyzing 
activated brain regions because of its ability to use massive 
amounts of information, including the absence of activated brain 
regions. When applying and interpreting the present study, it 
should be  recognized that the results depend on the limited 
information. Another concern regarding the CBMA is publication 
bias that is implicitly and potentially underlain in meta-analytical 
results, including this study (Rothstein et al., 2005). Activated foci, 
which depend on a small number of studies in each cluster, might 
have publication bias. Therefore, the results of this study should 
be interpreted cautiously. Although the MCPA approach using the 
sPLS-DA DIABLO worked very well in the present study, the data 
of the present study had a very low variance for performing cross-
validation. We should further refine the MCPA for addressing data 
with low variance in some way when conducting cross-validation. 
Another concern regarding the MCPA is addressing the imbalanced 
data. The present study had 562 and 469 samples of branded and 
unbranded food choice behavior, respectively. The training dataset 
was divided into the data of 445 branded food choice behaviors 
and 386 non-branded food choice behaviors. The testing dataset 
was divided into the data of 117 branded and 83 non-branded food 
choice behaviors. Although the total, training, and testing datasets 
had almost similar sample sizes, slightly imbalanced data was 
observed in both datasets. Imbalanced data cause false positive 
problems, that is, a predictor wrongly predicts a negative class as a 
positive class (He and Garcia, 2009). This problem tends to 
be  generated in minority-class data. To address this problem, 
several data augmentation methods, such as SMOTE (Chawla 
et  al., 2002) and deep generative models (Xu et  al., 2019), are 
promising methods. These methods might process imbalanced 
data into balanced data. Conducting the machine learning 
algorithm based on the imbalanced data might cause inconsistent 
results between the ALE and MCPA in the unbranded food-related 
brain regions. Thus, further research is needed to clearly identify 
branded food-related brain regions.

5 Conclusion

Our results indicate that the lingual gyrus might be the primary 
discriminative brain region for branded and unbranded food-related 
decision-making. Subjective contextual associative memories driven 
by the connected brain regions between the PHG and lingual gyrus 
are likely to form characteristic mental processes in branded food-
related decision-making. Because these processes are operated by 
mental imagery, marketers should plan and execute a brand strategy 
that aims to enable consumers to spontaneously drive self-relevant 
memory resources. Thus, the aim is for consumers to inwardly 
imagine future scenes consuming the brand, and subsequently 
associate it with pleasantness.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

https://doi.org/10.3389/fncom.2024.1310013
https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org


Watanuki 10.3389/fncom.2024.1310013

Frontiers in Computational Neuroscience 14 frontiersin.org

Author contributions

SW: Conceptualization, Data curation, Formal analysis, 
Funding acquisition, Investigation, Methodology, Project 
administration, Resources, Software, Supervision, Validation, 
Visualization, Writing – original draft, Writing – review & 
editing.

Funding

The author declares financial support was received for 
the research, authorship, and/or publication of this article. 
This work was supported by a JSPS KAKENHI Grant (No. 
JP23K01663).

Acknowledgments

The authors would like to thank Editage (www.editage.jp) for 
English language editing.

Conflict of interest

The author declares that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated organizations, 
or those of the publisher, the editors and the reviewers. Any product 
that may be evaluated in this article, or claim that may be made by its 
manufacturer, is not guaranteed or endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/fncom.2024.1310013/
full#supplementary-material

References
Aaker, D. A. (1996). Building strong brands. New York: The Free Press, 598–614.

Aaker, D. A. (2009). Managing brand equity. New York: Simon and Schuster.

Addis, D. R., Pan, L., Vu, M. A., Laiser, N., and Schacter, D. L. (2009). Constructive 
episodic simulation of the future and the past: distinct subsystems of a core brain 
network mediate imagining and remembering. Neuropsychologia 47, 2222–2238. doi: 
10.1016/j.neuropsychologia.2008.10.026

Allbritton, D. (2004). Strategic production of predictive inferences during 
comprehension. Discourse Process. 38, 309–322. doi: 10.1207/s15326950dp3803_2

Aminoff, E. M., Kveraga, K., and Bar, M. (2013). The role of the parahippocampal 
cortex in cognition. Trends Cogn. Sci. 17, 379–390. doi: 10.1016/j.tics.2013.06.009

Andrews-Hanna, J. R. (2012). The brain’s default network and its adaptive role in 
internal mentation. Neuroscientist 18, 251–270. doi: 10.1177/1073858411403316

Andrews-Hanna, J. R., Reidler, J. S., Huang, C., and Buckner, R. L. (2010a). Evidence 
for the default network’s role in spontaneous cognition. J. Neurophysiol. 104, 322–335. 
doi: 10.1152/jn.00830.2009

Andrews-Hanna, J. R., Reidler, J. S., Sepulcre, J., Poulin, R., and Buckner, R. L. (2010b). 
Functional-anatomic fractionation of the brain’s default network. Neuron 65, 550–562. 
doi: 10.1016/j.neuron.2010.02.005

Ariely, D., and Berns, G. S. (2010). Neuromarketing: the hope and hype of 
neuroimaging in business. Nat. Rev. Neurosci. 11, 284–292. doi: 10.1038/nrn2795

Audrin, C., Ceravolo, L., Chanal, J., Brosch, T., and Sander, D. (2017). Associating a 
product with a luxury brand label modulates neural reward processing and favors 
choices in materialistic individuals. Sci. Rep. 7:16176. doi: 10.1038/s41598-017-16544-6

Barker, M., and Rayens, W. (2003). Partial least squares for discrimination. J. Chemom. 
17, 166–173. doi: 10.1002/cem.785

Bartra, O., McGuire, J. T., and Kable, J. W. (2013). The valuation system: a coordinate-
based meta-analysis of BOLD fMRI experiments examining neural correlates of 
subjective value. Neuroimage 76, 412–427. doi: 10.1016/j.neuroimage.2013.02.063

Batra, R., Ahuvia, A., and Bagozzi, R. P. (2012). Brand love. J. Mark. 76, 1–16. doi: 
10.1509/jm.09.0339

Boccia, M., Teghil, A., and Guariglia, C. (2019). Looking into recent and remote past: 
meta-analytic evidence for cortical re-organization of episodic autobiographical 
memories. Neurosci. Biobehav. Rev. 107, 84–95. doi: 10.1016/j.neubiorev.2019.09.003

Boulesteix, A. L., and Strimmer, K. (2007). Partial least squares: a versatile tool for the 
analysis of high-dimensional genomic data. Brief. Bioinform. 8, 32–44. doi: 10.1093/bib/
bbl016

Buchanan, T. W., Tranel, D., and Adolphs, R. (2006). Memories for emotional 
autobiographical events following unilateral damage to medial temporal lobe. Brain 129, 
115–127. doi: 10.1093/brain/awh672

Burianova, H., and Grady, C. L. (2007). Common and unique neural activations in 
autobiographical, episodic, and semantic retrieval. J. Cogn. Neurosci. 19, 1520–1534. doi: 
10.1162/jocn.2007.19.9.1520

Burianova, H., McIntosh, A. R., and Grady, C. L. (2010). A common functional brain 
network for autobiographical, episodic, and semantic memory retrieval. NeuroImage 49, 
865–874. doi: 10.1016/j.neuroimage.2009.08.066

Chawla, N. V., Bowyer, K. W., Hall, L. O., and Kegelmeyer, W. P. (2002). SMOTE: 
synthetic minority over-sampling technique. J. Artif. Intell. Res. 16, 321–357. doi: 
10.1613/jair.953

Chen, Y. P., Nelson, L. D., and Hsu, M. (2015). From “where” to “what”: distributed 
representations of brand associations in the human brain. J. Mark. Res. 52, 453–466. doi: 
10.1509/jmr.14.0606

Clithero, J. A., and Rangel, A. (2014). Informatic parcellation of the network involved 
in the computation of subjective value. Soc. Cogn. Affect. Neurosci. 9, 1289–1302. doi: 
10.1093/scan/nst106

Dahmani, L., Patel, R. M., Yang, Y., Chakravarty, M. M., Fellows, L. K., and Bohbot, V. D. 
(2018). An intrinsic association between olfactory identification and spatial memory in 
humans. Nat. Commun. 9, 4162–4112. doi: 10.1038/s41467-018-06569-4

de Gelder, B., Tamietto, M., Pegna, A. J., and Van den Stock, J. (2015). Visual imagery 
influences brain responses to visual stimulation in bilateral cortical blindness. Cortex 
72, 15–26. doi: 10.1016/j.cortex.2014.11.009

Delgado, M. R., Beer, J. S., Fellows, L. K., Huettel, S. A., Platt, M. L., Quirk, G. J., et al. 
(2016). Viewpoints: dialogues on the functional role of the ventromedial prefrontal 
cortex. Nat. Neurosci. 19, 1545–1552. doi: 10.1038/nn.4438

Deppe, M., Schwindt, W., Kugel, H., Plassmann, H., and Kenning, P. (2005). Nonlinear 
responses within the medial prefrontal cortex reveal when specific implicit information 
influences economic decision making. J. Neuroimaging 15, 171–182. doi: 
10.1177/1051228405275074

Eickhoff, S. B., Laird, A. R., Grefkes, C., Wang, L. E., Zilles, K., and Fox, P. T. (2009). 
Coordinate-based activation likelihood estimation meta-analysis of neuroimaging data: 
a random-effects approach based on empirical estimates of spatial uncertainty. Hum. 
Brain Mapp. 30, 2907–2926. doi: 10.1002/hbm.20718

Ekstrom, A. D., and Bookheimer, S. Y. (2007). Spatial and temporal episodic memory 
retrieval recruit dissociable functional networks in the human brain. Learn. Mem. 14, 
645–654. doi: 10.1101/lm.575107

Epstein, R. A. (2008). Parahippocampal and retrosplenial contributions to human 
spatial navigation. Trends Cogn. Sci. 12, 388–396. doi: 10.1016/j.tics.2008.07.004

Fournier, S. (1998). Consumers and their brands: developing relationship theory in 
consumer research. J. Con. Res. 24, 343–353. doi: 10.1086/209515

Fox, P. T., Lancaster, J. L., Laird, A. R., and Eickhoff, S. B. (2014). Meta-analysis in 
human neuroimaging: computational modeling of large-scale databases. Annu. Rev. 
Neurosci. 37, 409–434. doi: 10.1146/annurev-neuro-062012-170320

González, I., Cao, K. A., Davis, M. J., and Déjean, S. (2012). Visualising associations 
between paired “omics” data sets. BioData Min. 5, 1–23. doi: 10.1186/1756-0381-5-19

Greenberg, D. L., and Knowlton, B. J. (2014). The role of visual imagery in 
autobiographical memory. Mem. Cogn. 42, 922–934. doi: 10.3758/s13421-014-0402-5

https://doi.org/10.3389/fncom.2024.1310013
https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org
http://www.editage.jp
https://www.frontiersin.org/articles/10.3389/fncom.2024.1310013/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fncom.2024.1310013/full#supplementary-material
https://doi.org/10.1016/j.neuropsychologia.2008.10.026
https://doi.org/10.1207/s15326950dp3803_2
https://doi.org/10.1016/j.tics.2013.06.009
https://doi.org/10.1177/1073858411403316
https://doi.org/10.1152/jn.00830.2009
https://doi.org/10.1016/j.neuron.2010.02.005
https://doi.org/10.1038/nrn2795
https://doi.org/10.1038/s41598-017-16544-6
https://doi.org/10.1002/cem.785
https://doi.org/10.1016/j.neuroimage.2013.02.063
https://doi.org/10.1509/jm.09.0339
https://doi.org/10.1016/j.neubiorev.2019.09.003
https://doi.org/10.1093/bib/bbl016
https://doi.org/10.1093/bib/bbl016
https://doi.org/10.1093/brain/awh672
https://doi.org/10.1162/jocn.2007.19.9.1520
https://doi.org/10.1016/j.neuroimage.2009.08.066
https://doi.org/10.1613/jair.953
https://doi.org/10.1509/jmr.14.0606
https://doi.org/10.1093/scan/nst106
https://doi.org/10.1038/s41467-018-06569-4
https://doi.org/10.1016/j.cortex.2014.11.009
https://doi.org/10.1038/nn.4438
https://doi.org/10.1177/1051228405275074
https://doi.org/10.1002/hbm.20718
https://doi.org/10.1101/lm.575107
https://doi.org/10.1016/j.tics.2008.07.004
https://doi.org/10.1086/209515
https://doi.org/10.1146/annurev-neuro-062012-170320
https://doi.org/10.1186/1756-0381-5-19
https://doi.org/10.3758/s13421-014-0402-5


Watanuki 10.3389/fncom.2024.1310013

Frontiers in Computational Neuroscience 15 frontiersin.org

Guilford, J. P. (1967). Creativity: yesterday, today and tomorrow. J. Creat. Behav. 1, 
3–14. doi: 10.1002/j.2162-6057.1967.tb00002.x

Haxby, J. V. (2012). Multivariate pattern analysis of fMRI: the early beginnings. 
Neuroimage 62, 852–855. doi: 10.1016/j.neuroimage.2012.03.016

He, H., and Garcia, E. A. (2009). Learning from imbalanced data. IEEE Trans. Knowl. 
Data Eng. 21, 1263–1284. doi: 10.1109/TKDE.2008.239

Jauk, E., Neubauer, A. C., Dunst, B., Fink, A., and Benedek, M. (2015). Gray matter 
correlates of creative potential: a latent variable voxel-based morphometry study. 
Neuroimage 111, 312–320. doi: 10.1016/j.neuroimage.2015.02.002

Jin, H., Liu, H. L., Mo, L., Fang, S. Y., Zhang, J. X., and Lin, C. D. (2009). Involvement 
of the left inferior frontal gyrus in predictive inference making. Int. J. Psychophysiol. 71, 
142–148. doi: 10.1016/j.ijpsycho.2008.08.009

Kapferer, J.-N. (2008). The new strategic brand management: creating and sustaining 
brand equity long term. London: Kogan Page Publishers.

Keller, K. L. (1993). Conceptualizing, measuring, and managing customer-based 
brand equity. J. Mark. 57, 1–22. doi: 10.1177/002224299305700101

Kesner, R. P., and Rogers, J. (2004). An analysis of independence and interactions of 
brain substrates that subserve multiple attributes, memory systems, and underlying 
processes. Neurobiol. Learn. Mem. 82, 199–215. doi: 10.1016/j.nlm.2004.05.007

Kollat, D. T., Blackwell, R. D., and Engel, J. F. (1972). “The current status of consumer 
behavior research: developments during the 1968-1972 period” in SV – Proceedings of 
the Third Annual Conference of the Association for Consumer Research. ed. M. Venkatesan 
(Chicago, IL: Association for Consumer Research)

Lê Cao, K. A., Boitard, S., and Besse, P. (2011). Sparse PLS discriminant analysis: 
biologically relevant feature selection and graphical displays for multiclass problems. 
BMC Bioinformatics 12:253. doi: 10.1186/1471-2105-12-253

Lee, T. W., and Xue, S. W. (2018). Functional connectivity maps based on hippocampal 
and thalamic dynamics may account for the default-mode network. Eur. J. Neurosci. 47, 
388–398. doi: 10.1111/ejn.13828

McClure, S. M., Li, J., Tomlin, D., Cypert, K. S., Montague, L. M., and Montague, P. R. 
(2004). Neural correlates of behavioral preference for culturally familiar drinks. Neuron 
44, 379–387. doi: 10.1016/j.neuron.2004.09.019

Mo, L., Liu, H. L., Jin, H., Ng, Y. B., and Lin, C. (2006). Passive reactivation of 
background information from long-term memory during reading. Neuroreport 17, 
1887–1891. doi: 10.1097/WNR.0b013e328010475c

Murawski, C., Harris, P. G., Bode, S., Domínguez, D. J. F., and Egan, G. F. (2012). Led 
into temptation? Rewarding brand logos bias the neural encoding of incidental 
economic decisions. PLoS One 7:e34155. doi: 10.1371/journal.pone.0034155

Norman, K. A., Polyn, S. M., Detre, G. J., and Haxby, J. V. (2006). Beyond mind-
reading: multi-voxel pattern analysis of fMRI data. Trends Cogn. Sci. 10, 424–430. doi: 
10.1016/j.tics.2006.07.005

Northoff, G., and Bermpohl, F. (2004). Cortical midline structures and the self. Trends 
Cogn. Sci. 8, 102–107. doi: 10.1016/j.tics.2004.01.004

Peters, J., and Büchel, C. (2010). Neural representations of subjective reward value. 
Behav. Brain Res. 213, 135–141. doi: 10.1016/j.bbr.2010.04.031

Plassmann, H., O’Doherty, J., Shiv, B., and Rangel, A. (2008). Marketing actions can 
modulate neural representations of experienced pleasantness. Proc. Natl. Acad. Sci. U. 
S. A. 105, 1050–1054. doi: 10.1073/pnas.0706929105

Plassmann, H., Ramsøy, T. Z., and Milosavljevic, M. (2012). Branding the brain: a 
critical review and outlook. J. Consum. Psychol. 22, 18–36. doi: 10.1016/j.jcps.2011.11.010

Pogoda, L., Holzer, M., Mormann, F., and Weber, B. (2016). Multivariate representation 
of food preferences in the human brain. Brain Cogn. 110, 43–52. doi: 10.1016/j.
bandc.2015.12.008

Radua, J., and Mataix-Cols, D. (2009). Voxel-wise meta-analysis of grey matter 
changes in obsessive–compulsive disorder. Br. J. Psychiatry 195, 393–402. doi: 10.1192/
bjp.bp.108.055046

Rothstein, H. R., Sutton, A. J., and Borenstein, M. (Eds.) (2005). Publication bias in 
meta-analysis: prevention, assessment and adjustments. 1st. Toronto: John Wiley & Sons, 
Ltd.

Runco, M. A., and Acar, S. (2019). “Divergent thinking” in The Cambridge handbook 
of creativity. eds. J. C. Kaufman and R. J. Sternberg (Cambridge: Cambridge University 
Press), 224–254.

Salimi-Khorshidi, G., Smith, S. M., Keltner, J. R., Wager, T. D., and Nichols, T. E. 
(2009). Meta-analysis of neuroimaging data: a comparison of image-based and 
coordinate-based pooling of studies. Neuroimage 45, 810–823. doi: 10.1016/j.
neuroimage.2008.12.039

Sescousse, G., Caldú, X., Segura, B., and Dreher, J. C. (2013). Processing of primary 
and secondary rewards: a quantitative meta-analysis and review of human functional 
neuroimaging studies. Neurosci. Biobehav. Rev. 37, 681–696. doi: 10.1016/j.
neubiorev.2013.02.002

Singh, A., Shannon, C. P., Gautier, B., Rohart, F., Vacher, M., Tebbutt, S. J., et al. (2019). 
Diablo: an integrative approach for identifying key molecular drivers from multi-omics 
assays. Bioinformatics 35, 3055–3062. doi: 10.1093/bioinformatics/bty1054

Turkeltaub, P. E., Eickhoff, S. B., Laird, A. R., Fox, M., Wiener, M., and Fox, P. (2012). 
Minimizing within-experiment and within-group effects in activation likelihood 
estimation meta-analyses. Hum. Brain Mapp. 33, 1–13. doi: 10.1002/hbm.21186

Tusche, A., Bode, S., and Haynes, J. D. (2010). Neural responses to unattended 
products predict later consumer choices. J. Neurosci. 30, 8024–8031. doi: 10.1523/
JNEUROSCI.0064-10.2010

Van der Laan, L. N., De Ridder, D. T., Viergever, M. A., and Smeets, P. A. (2012). 
Appearance matters: neural correlates of food choice and packaging aesthetics. PLoS 
One 7:e41738. doi: 10.1371/journal.pone.0041738

Wager, T. D., Jonides, J., and Reading, S. (2004). Neuroimaging studies of shifting 
attention: a meta-analysis. NeuroImage 22, 1679–1693. doi: 10.1016/j.
neuroimage.2004.03.052

Ward, A. M., Schultz, A. P., Huijbers, W., Van Dijk, K. R., Hedden, T., and 
Sperling, R. A. (2014). The parahippocampal gyrus links the default-mode cortical 
network with the medial temporal lobe memory system. Hum. Brain Mapp. 35, 
1061–1073. doi: 10.1002/hbm.22234

Xu, L., Skoularidou, M., Cuesta-Infante, A., and Veeramachaneni, K. (2019). Modeling 
tabular data using conditional GAN. Adv. Neural Inf. Process. Syst 32, 7335–7345.

Yin, S., Bi, T., Chen, A., and Egner, T. (2021). Ventromedial prefrontal cortex drives 
the prioritization of self-associated stimuli in working memory. J. Neurosci. 41, 
2012–2023. doi: 10.1523/JNEUROSCI.1783-20.2020

Yoon, C., Gutchess, A. H., Feinberg, F., and Polk, T. A. (2006). A functional magnetic 
resonance imaging study of neural dissociations between brand and person judgments. 
J. Con. Res. 33, 31–40. doi: 10.1086/504132

Zhang, H., Liu, J., and Zhang, Q. (2014). Neural representations for the generation of 
inventive conceptions inspired by adaptive feature optimization of biological species. 
Cortex 50, 162–173. doi: 10.1016/j.cortex.2013.01.015

Zhang, L., Qiao, L., Chen, Q., Yang, W., Xu, M., Yao, X., et al. (2016). Gray 
matter volume of the lingual gyrus mediates the relationship between inhibition 
function and divergent thinking. Front. Psychol. 7:1532. doi: 10.3389/
fpsyg.2016.01532

Zhou, G., Olofsson, J. K., Koubeissi, M. Z., Menelaou, G., Rosenow, J., Schuele, S. U., 
et al. (2021). Human hippocampal connectivity is stronger in olfaction than other 
sensory systems. Prog. Neurobiol. 201:102027. doi: 10.1016/j.pneurobio.2021.102027

https://doi.org/10.3389/fncom.2024.1310013
https://www.frontiersin.org/journals/computational-neuroscience
https://www.frontiersin.org
https://doi.org/10.1002/j.2162-6057.1967.tb00002.x
https://doi.org/10.1016/j.neuroimage.2012.03.016
https://doi.org/10.1109/TKDE.2008.239
https://doi.org/10.1016/j.neuroimage.2015.02.002
https://doi.org/10.1016/j.ijpsycho.2008.08.009
https://doi.org/10.1177/002224299305700101
https://doi.org/10.1016/j.nlm.2004.05.007
https://doi.org/10.1186/1471-2105-12-253
https://doi.org/10.1111/ejn.13828
https://doi.org/10.1016/j.neuron.2004.09.019
https://doi.org/10.1097/WNR.0b013e328010475c
https://doi.org/10.1371/journal.pone.0034155
https://doi.org/10.1016/j.tics.2006.07.005
https://doi.org/10.1016/j.tics.2004.01.004
https://doi.org/10.1016/j.bbr.2010.04.031
https://doi.org/10.1073/pnas.0706929105
https://doi.org/10.1016/j.jcps.2011.11.010
https://doi.org/10.1016/j.bandc.2015.12.008
https://doi.org/10.1016/j.bandc.2015.12.008
https://doi.org/10.1192/bjp.bp.108.055046
https://doi.org/10.1192/bjp.bp.108.055046
https://doi.org/10.1016/j.neuroimage.2008.12.039
https://doi.org/10.1016/j.neuroimage.2008.12.039
https://doi.org/10.1016/j.neubiorev.2013.02.002
https://doi.org/10.1016/j.neubiorev.2013.02.002
https://doi.org/10.1093/bioinformatics/bty1054
https://doi.org/10.1002/hbm.21186
https://doi.org/10.1523/JNEUROSCI.0064-10.2010
https://doi.org/10.1523/JNEUROSCI.0064-10.2010
https://doi.org/10.1371/journal.pone.0041738
https://doi.org/10.1016/j.neuroimage.2004.03.052
https://doi.org/10.1016/j.neuroimage.2004.03.052
https://doi.org/10.1002/hbm.22234
https://doi.org/10.1523/JNEUROSCI.1783-20.2020
https://doi.org/10.1086/504132
https://doi.org/10.1016/j.cortex.2013.01.015
https://doi.org/10.3389/fpsyg.2016.01532
https://doi.org/10.3389/fpsyg.2016.01532
https://doi.org/10.1016/j.pneurobio.2021.102027

	Identifying distinctive brain regions related to consumer choice behaviors on branded foods using activation likelihood estimation and machine learning
	1 Introduction
	2 Materials and methods
	2.1 Meta-analytical neuroimaging method
	2.1.1 Calculating activated brain regions using ALE
	2.2 Machine learning technique
	2.2.1 Feature engineering
	2.2.2 Modeling algorithm

	3 Results
	3.1 ALE
	3.2 MCPA

	4 Discussion
	5 Conclusion
	Data availability statement
	Author contributions

	 References

