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To create a behaviorally relevant representation of the visual world, neurons 
in higher visual areas exhibit dynamic response changes to account for the 
time-varying interactions between external (e.g., visual input) and internal (e.g., 
reward value) factors. The resulting high-dimensional representational space 
poses challenges for precisely quantifying individual factors’ contributions to 
the representation and readout of sensory information during a behavior. The 
widely used point process generalized linear model (GLM) approach provides a 
powerful framework for a quantitative description of neuronal processing as a 
function of various sensory and non-sensory inputs (encoding) as well as linking 
particular response components to particular behaviors (decoding), at the level 
of single trials and individual neurons. However, most existing variations of 
GLMs assume the neural systems to be time-invariant, making them inadequate 
for modeling nonstationary characteristics of neuronal sensitivity in higher 
visual areas. In this review, we summarize some of the existing GLM variations, 
with a focus on time-varying extensions. We  highlight their applications to 
understanding neural representations in higher visual areas and decoding 
transient neuronal sensitivity as well as linking physiology to behavior through 
manipulation of model components. This time-varying class of statistical models 
provide valuable insights into the neural basis of various visual behaviors in 
higher visual areas and hold significant potential for uncovering the fundamental 
computational principles that govern neuronal processing underlying various 
behaviors in different regions of the brain.
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1 Introduction

Understanding how our behavior is generated through the integration of sensory, motor, 
and cognitive information is a fundamental goal of systems neuroscience. Such an 
understanding relies heavily on the ability to quantitatively describe the individual and 
interactive effects of external and internal factors on neuronal responses. Classically, the visual 
system has been described as comprised of two main parallel pathways responsible for 
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constructing visual perception, both originating from the primary 
visual cortex (V1) (Newcombe and Russell, 1969; Mishkin et al., 1983; 
Haxby et  al., 1991). The dorsal pathway is dedicated to handling 
spatial information and extends its projections to the parietal 
association cortex, often referred to as the “where” pathway. In 
contrast, the ventral pathway focuses on processing form-related 
information about objects and directs its projections to the temporal 
association cortex, commonly known as the “what” pathway [for a 
more nuanced view, see (de Haan and Cowey, 2011; Zachariou et al., 
2014; Sereno et al., 2020)]. Within each pathway, cortical areas are 
arranged in a hierarchical manner, and visual information undergoes 
sequential processing increasing in complexity (Desimone et al., 1985; 
Felleman and Van Essen, 1991). At each stage of the hierarchy, the 
spatiotemporal sensitivity of the neurons, referred as the neurons’ 
receptive field, is used to describe the functional properties of the 
neuron in visual information processing. Classically, the neurons’ 
receptive field is measured using the linear correlation between simple 
sensory stimuli controlled by the experimenter and the measured 
firing rate of the neuron. Although this functional description has 
generated important insights into sensory processing, the fact that it 
often assumes the neuron’s spatiotemporal sensitivity remains 
unchanged over time, resulting in a time-invariant receptive field, 
provides a limited view about the function of the neuron or the circuit. 
Indeed, at each stage of the hierarchy, the neuron’s response properties 
can be modulated by various sensory or non-sensory factors (Meyer 
et al., 2014). The interactions with these factors may not follow a serial 
structure (Kandel, 2013). For example, visual areas including V1-V4 
and the middle temporal area (MT) also receive top-down feedback 
from the frontal and temporal lobes (Noudoost et al., 2010; Anderson 
et al., 2011; Gregoriou et al., 2012; Gilbert and Li, 2013; Kandel, 2013; 
Markov et  al., 2014a,b). These modulations can act at various 
timescales and in different areas. For example, adaptation to changes 
in the statistics of the visual environment or the context-dependent 
sensory processing can happen on a continuum of timescales, from as 
early as the retina to higher cortical areas.

Understanding the neuronal response dynamics becomes even 
more challenging in higher visual areas where the modulations can 
be  as fast as milliseconds (ms), with a simultaneous influence of 
numerous task-related, cognitive, or behavioral factors, interacting 
both with one another and with incoming sensory signals in possibly 
a highly nonlinear manner. Examples of such modulatory factors 
include covert attention (Treue and Maunsell, 1996; Womelsdorf et al., 
2006; Mitchell et al., 2007; Anton-Erxleben et al., 2009; Gregoriou 
et al., 2012), reward (Leon and Shadlen, 1999; Ikeda and Hikosaka, 
2003; Ding and Hikosaka, 2006; Kennerley and Wallis, 2009), working 
memory (Fuster and Alexander, 1971; Fuster, 1990; Merrikhi et al., 
2017; Bahmani et al., 2018), salience (Gottlieb et al., 1998; Thompson 
and Bichot, 2005), expectation (Anderson and Sheinberg, 2008; Puri 
et  al., 2009; Noudoost et  al., 2017), task rules (Wallis et  al., 2001; 
Everling et al., 2006; Muhammad et al., 2006; Mante et al., 2013), and 
motor plans (Chelazzi et al., 1993; Lawrence and Snyder, 2009; Moore 
and Chang, 2009; Liu et al., 2010). The influence of such modulatory 
factors can operate on fast timescales and at the level of single trials. 
This flexibility in the neuron’s encoding of sensory information into 
spiking activity and in the brain’s decoding of this activity is likely key 
for behavioral flexibility. A quintessential instance involving fast visual 
response modulation and changes in our perception of the visual 
world is saccadic eye movements (saccades), which are rapid eye 

movements that shift the center of gaze to a new location in the visual 
field (Schlag and Schlag-Rey, 2002; Marino and Mazer, 2016). Saccade 
experiments and saccade-related visual behavior stand as a potent and 
classical paradigm in visual neuroscience, serving as a robust tool to 
establish links between neural responses and behavior or cognition 
(Honda, 1989; Nakamura and Colby, 2002; Awater and Lappe, 2004; 
Jeffries et al., 2007; Zirnsak et al., 2011; Irwin and Robinson, 2015; 
Wurtz, 2018). Saccade paradigms have been implemented to unravel 
the intricate physiological and circuit mechanisms underlying various 
cognitive processes, including visual perception, attention, memory, 
and more (Deubel and Schneider, 1996; Ross et al., 1997; Friston et al., 
2012; Cronin and Irwin, 2018; Edwards et  al., 2018; Akbarian 
et al., 2021).

The complexity and rapid timescale of interaction between 
sensory and behavioral or motor variables creates a high-dimensional 
representational space, which can be experimentally intractable, and 
the experimenter will have to choose a subset of the space for 
characterization of neuronal sensitivity. Statistical methods can 
alleviate the subjectivity of this approach by uncovering the nature of 
computations in terms of mathematical functions underlying the 
neuron’s response generation (described by an encoding model). 
However, the high dimensionality of the sensory representation 
during time-varying behavior makes it challenging to computationally 
quantify the individual contributions of various factors to neuronal 
responses with high temporal precision. In addition to challenges for 
characterizing information encoding, how these factors play a role in 
generating the instantaneous readout of sensory information can pose 
a challenge for quantitatively characterizing the information decoding. 
Therefore, developing unified encoding and decoding frameworks will 
provide a general tool for establishing links between neurophysiological 
response modulations and behavioral phenomena, applicable to many 
different cognitive tasks and brain areas.

The point process generalized linear models (GLMs) provide a 
powerful framework to quantitatively characterize sensory processing 
and read out sensory information from neuronal responses at the level 
of single-trial spike trains and individual neurons (Paninski, 2004; 
Simoncelli et al., 2004; Meyer et al., 2016). The GLM approach has 
been widely used to characterize the responses of visual neurons in 
the early visual system and has shown success in accurately predicting 
spiking responses in early sensory processing; however, most of the 
existing GLM-based modeling approaches rely on the assumption that 
the neural system is time-invariant. Although this may be a reasonable 
assumption for earlier sensory processing or functions, changes in the 
neurons’ spatiotemporal sensitivity which can occur in higher visual 
areas (Hegde, 2008) lead to nonstationary responses and computations 
that represent a time-varying stimulus–response relationship. The 
classical time-invariant GLM is thus inadequate for modeling the 
nonstationary characteristics of neurons in higher visual areas. 
Therefore, several studies have attempted to develop extensions of the 
GLM to incorporate changes in neuronal sensitivity over time, which 
have resulted in insightful hypotheses, experiments, or computational 
principles for investigating the neural basis of various behavioral and 
cognitive functions.

In this review, we provide an overview of the existing variations 
of GLMs, with a special focus on the time-varying extensions of 
GLMs. We discuss the advantages and limitations of these time-
varying GLM-based methods and possible future directions in the 
context of characterizing the time-varying receptive fields of 
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neurons in higher sensory areas and their role in generating 
flexible behavior. We  also present other useful applications of 
GLM-based approaches, beyond providing an encoding model of 
responses. Specifically, we  highlight the application of recent 
extensions to the GLM in describing both the encoding and 
decoding of time-varying information in higher visual areas, and 
in revealing possible neural mechanisms underlying our dynamic 
visual perception at the integration of sensory and motor signals. 
Finally, we discuss possible further development of GLM-based 
approaches and their connection to other modeling paradigms or 
modern machine learning methods.

2 GLM-based approaches for 
characterizing neuronal sensitivity

A sequence of neural spiking events occurring over time can 
be  described as a binary point process time series, therefore, its 
statistical properties can be  fully characterized by its conditional 
intensity function (CIF) (Brillinger, 1988; Daley and Vere-Jones, 
2008). Given H t( ), which represents the spiking history of events up 
to time t  and other related covariates, the CIF can be defined as
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where N t( ) is the number of times the neuron fired a spike 
between time 0 and time t , with t T∈( ]0, , and T  representing the 
duration of the spike train. By binning the counting process, N t( ),
over the entire time interval, we  can construct a discrete-time 
representation of the point process, rt , defined as
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CIF is constant over any interval ( )( 1 ,t t− ∆ ∆ , and the time interval 
∅  is small enough such that there is at most one spike occurring 
within each interval, the probability of a spike happening in the time 
interval ( ),t t + ∆  can be approximated as

 ( ) ( )( ) ( )( ) , | |p spike in t t H t t H tλ+ ∆ ≈ ∆  (3)

The sequence of discretized spiking response rt  is typically 
modeled as a conditionally inhomogeneous Poisson point process, 
and the joint probability of the observed sequence is expressed as a 
product of Poisson probability mass functions as
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Point process GLMs are a class of statistical models that represent 
the CIF, λt , as a nonlinear function applied to a linear combination of 

the covariates that may influence the spike generation (McCullagh and 
Nelder, 1989).

The simplest form of a GLM is a linear-nonlinear-Poisson (LNP) 
model (Figure 1A), which takes an input vector, usually representing 
a sequence of input stimuli, s, and projects it onto a vector of linear 
weights, k , known as the stimulus filter, representing the neuron’s 
receptive field (RF) (Paninski, 2003a; Rust et al., 2005; Perich and 
Miller, 2017). The filtered stimulus passes through a fixed nonlinearity, 
f , that outputs the instantaneous firing rate of the neuron, λt , which 
is used to produce the spike train via a Poisson process generator as

 
( )T

t fλ ∆ = k s
 

(5)

White noise stimuli are frequently used in reverse-correlation 
experiments for estimating an unbiased weight vector.

The LNP architecture provides a strictly feed-forward cascade 
description of sensory pathways. Although LNP models offer 
remarkable simplicity, studies have shown that spike history is crucial 
for accurate predictions of spiking activity, and has a considerable 
impact on the spiking dynamics (Pillow et al., 2005; Truccolo et al., 
2005; Weber and Pillow, 2017). Moreover, there may be  several 
extrinsic (stimuli, task variables, etc.) or intrinsic (spike history, 
concurrent ensemble activity, etc.) covariates that affect the spiking 
response of a neuron (Paninski, 2004; Simoncelli et al., 2004; Truccolo 
et al., 2005; Meyer et al., 2016). The CIF of a point process GLM can 
quantify the probability of spiking as a nonlinear function of multiple 
covariates, where the model parameters determine the form of the 
nonlinearity and the weights by which each covariate over different 
time lags contributes to the response generation. A common structure 
of a GLM framework is shown in Figure  1B, whose CIF can 
be specified as
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∑k x h rthist

 
(6)

where k j denotes a linear weight vector that transforms the j th 
covariate vector xt

j at different time lags with respect to time t . h 
denotes a post-spike filter capturing the spike history effects, and rthist  
denotes a spike history vector at time t . The first term of equation (6) 
implements a linear filtering process over individual model covariates. 
When the covariate x  is chosen as a constant, its corresponding k  
incorporates a constant offset parameter, representing the baseline 
firing rate of the neuron. The net sum of all linear terms passes 
through a nonlinearity f , also referred to as the link function, to 
produce the neuron’s instantaneous firing rate λt , underlying the 
Poisson spiking process r. Note that this is also called a Poisson GLM; 
but GLMs can also use several non-Poisson distributions and link 
functions. It has been shown that the GLM parameters can 
be estimated efficiently in a maximum likelihood framework under 
some benign conditions on the nonlinearity function, and a single 
global optimum can be found using efficient gradient ascent methods 
(Paninski, 2004).

Variations of point process GLMs have been widely used to study 
the functions of different cell types in the brain (Keat et al., 2001; Kim 
et al., 2011; Pozzorini et al., 2013; Park et al., 2014; Sheikhattar et al., 
2018) (Table 1), and have shown the ability to replicate an extensive 
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range of dynamic behaviors such as tonic spiking and bursting 
behaviors (Weber and Pillow, 2017). Linear-nonlinear (LN) models 
including a standard GLM assume that response nonlinearities can 
be captured after a linear filtering stage. However, there are processes 
throughout the neural system that can nonlinearly transform the 
inputs, including synaptic and dendritic nonlinearities or intermediate 
circuit nonlinearities that cannot be  captured by a LN structure. 
Nonlinear input models can extend a GLM structure to incorporate a 
parametric nonlinear function of the input before the initial linear 
filtering stage (Figure 2A) (Ahrens et al., 2008; Willmore et al., 2016). 
To capture these input nonlinearities, the two-stage LN model or 
convolutional subunit model architectures have been introduced 
(Butts et al., 2007; Ahrens et al., 2008; Schinkel-Bielefeld et al., 2012; 
McFarland et  al., 2013), where a weighted linear combination of 
several LN models passes through a final nonlinearity to generate 
responses (Figure 2B). GLMs can also be used to model multiple 
neurons through interneuronal coupling filters (Figure 2C), which 
provides important insights for understanding correlation structures 
within neuronal populations (Pillow et al., 2008). When incorporating 
interneuronal coupling filters, neural encoding demonstrates reduced 
noise, and the decoding process retrieves a greater amount of 
information. In addition to numerous applications to visual neurons, 
GLMs have also been adapted to study neurons in other brain regions 
such as auditory neurons (Calabrese et al., 2011; Sheikhattar et al., 
2016) and somatosensory neurons (Pozzorini et al., 2013). One study 
used a GLM to drive synaptic plasticity in motor cortex by applying a 
coupling filter to the pre-synaptic neuron (Stevenson and Koerding, 
2011), which was multiplied by a synaptic strength that changed over 
time (Figure 2D).

3 Benefits of GLM-based models for 
efficient representation of a 
high-dimensional stimulus space

One of the fundamental objectives in neuroscience is to 
characterize the neural code to understand how the brain represents 
and processes information. This has been challenging due to the high 
dimensionality of the sensory representation, which is also modulated 
by a number of non-sensory factors. To address this challenge, there 
are dimensionality reduction techniques, which represent a complex 
signal as a combination of a few key summarizing features that retain 

or emphasize specific aspects of interest within the data (Pillow and 
Simoncelli, 2006; Cunningham and Yu, 2014; Pang et al., 2016).

Moment-based methods for dimensionality reduction, such as the 
spike-triggered average (STA) or spike-triggered covariance (STC), 
can identify the directions in stimulus space along which the first or 
second-order statistics of the spike-triggered stimuli differ from those 
of all stimuli presented in the experiment, thereby identifying a lower 
dimensional stimulus subspace. The STA alone is sometimes not 
informative enough, and the STC is useful in these cases to find 
multiple relevant features (Rust et al., 2005). However, to provide an 
unbiased estimate of the stimulus dimensions, these methods rely on 
strong assumptions about the stimulus distribution. Other subspace 
methods such as principal component analysis (PCA) have been 
widely used in the analysis of neuronal population activity (Mazor and 
Laurent, 2005; Churchland et  al., 2010; Ahrens et  al., 2012). The 
simplicity of these strategies is appealing, nevertheless, their 
computational conditions such as independence between the stimulus 
dimensions make them limited for identifying a biologically relevant 
feature space representing the actual neural computations or pathways, 
or for capturing the complex nonlinear interactions between the 
identified dimensions (Paninski, 2003a,b; Pillow and Simoncelli, 2006; 
Fitzgerald et al., 2011).

To enable extracting nonlinear structures in the lower 
dimensional space, methods such as uniform manifold 
approximation and projection (UMAP) (McInnes et al., 2018) or 
t-distributed stochastic neighbor embedding (t-SNE) (Van Der 
Maaten et al., 2009) have achieved high performance in information 
decoding. Representational learning methods including those based 
on deep generative models (Yamins and DiCarlo, 2016), such as 
variational auto-encoders (VAEs) (Kingma and Welling, 2013; 
Pandarinath et al., 2018), provide another set of nonlinear tools for 
dimensionality reduction at the level of neural population 
dynamics. These methods show promise for extracting complex 
nonlinear structures in the neuronal population, nevertheless, the 
lower dimensional latent spaces extracted using these models are 
often difficult to interpret and so fall short in identifying the 
underlying neural mechanisms (Humphries, 2021).

Alternatively, information-theoretic methods based on mutual 
information or entropy have been used to determine the dimensions 
along which stimulus information reflected in the response is 
maximized (Paninski, 2003a; Sharpee et al., 2004; Shlens et al., 2006; 
Tang et al., 2008). The maximum mutual information methods can 

FIGURE 1

Schematic diagrams of an LNP model and a standard GLM. (A) Stimulus passes through a linear filter k, a static nonlinearity f, and a Poisson process 
generator to generate the spiking response. The model is strictly feedforward with no feedback term. (B) The GLM can receive multiple inputs 
comprising the intrinsic and extrinsic covariates related to the neuron’s response. Inputs pass through their corresponding linear filters k1, k2, …, kM, 
whose summed output passes through a nonlinearity f. The model incorporates a spike history term, through a post-spike filter h, that is fed back to 
the input of the link function f, which is typically chosen to be an exponential nonlinearity. The output of the nonlinearity representing the neuron’s 
instantaneous firing rate is used to produce spikes through a Poisson spike generator.
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TABLE 1 Overview of the properties of the time-varying extensions of GLMs.

Model Temporal 
modulation 
mechanism

Temporal 
resolution

Limitations related 
to time-varying 
properties

Example studies
(neural systems and references)

Classical GLM None (fixed linear filters)

Seconds when used in 

window-based time-

varying models

Requires large time windows 

when used for time-varying 

models

Limited to very slow 

dynamics

Retina, LGN (Keat et al., 2001)

Sensorimotor cortex (Paninski, 2004)

M1, dorsal premotor cortex (Stevenson et al., 2009; Perich 

et al., 2018)

Retina (Gerwinn et al., 2010)

LGN (Babadi et al., 2010)

Auditory midbrain (Calabrese et al., 2011)

M1 (Kim et al., 2011)

Neocortex (Pozzorini et al., 2013)

LIP (Park et al., 2014)

A1 and prefrontal cortex (Sheikhattar et al., 2018)

MT (Yates et al., 2020)

Nonlinear/LN 

input GLM
None (fixed linear filters)

Seconds when used in 

window-based time-

varying models

Requires large time windows 

when used for time-varying 

models

Limited to very slow 

dynamics

LGN (Butts et al., 2007)

Barrel cortex (Ahrens et al., 2008)

V1 (Kass et al., 2011)

A1 (Ahrens et al., 2008; Schinkel-Bielefeld et al., 2012; 

Willmore et al., 2016)

Retina, LGN, V1 (McFarland et al., 2013)

Retina, V1 (Park et al., 2013)

Coupled spiking 

GLM
None (fixed linear filters)

Seconds when used in 

window-based time-

varying models

Requires large time windows 

when used for time-varying 

models

Limited to very slow 

dynamics

Retina (Pillow et al., 2008, 2011; Vidne et al., 2012)

MT, LIP (Yates et al., 2017)

Prefrontal cortex, mediodorsal thalamus (Rikhye et al., 2018)

Thalamus, visual cortex, hippocampus, striatum, motor cortex 

(Zoltowski and Pillow, 2018)

LIP, frontal eye field (Hart and Huk, 2020)

Population 

spiking GLM
None (fixed linear filters)

Seconds when used in 

window-based time-

varying models

Requires large time windows 

when used for time-varying 

models

Limited to very slow 

dynamics

M1 (Truccolo et al., 2005)

LFP-augmented 

GLM
LFP signals

Milliseconds with respect 

to LFP variation

Time-invariant with 

respect to stimulus/input 

covariates

Limited to temporal 

dynamics of LFPs unless 

combined with other time-

varying solutions

V1 (Kelly et al., 2010)

A1 (Kayser et al., 2015)

Generative GLM
Short term plasticity 

modified coupling

Milliseconds with respect 

to spike dynamics

Time-invariant with 

respect to stimulus/input 

covariates

Assumption of time-

invariant filters

Time variation limited to 

coupling term and spike 

timing plasticity

Motor cortex (Stevenson and Koerding, 2011)

Adaptive GLM
Adaptive filtering or 

adaptive priors
Deciseconds to seconds

Often requires 

regularization or large 

sample size

LGN (Stanley, 2002)

Inferior colliculus, A1 (Meyer et al., 2014)

A1 (Sheikhattar et al., 2016)

Cortical assembly (Mukherjee and Babadi, 2021)

Nonstationary 

Gain GLM

Time-varying 

multiplicative gain
Milliseconds

Assumption of same gain for 

all response latencies
MT (Akbarian et al., 2018)

Sparse Variable 

GLM

Time-varying stimulus 

filters
Milliseconds

Sparsity measures needed 

for high-dimensional filters

MT (Niknam et al., 2017a,b, 2018, 2019)

MT, V4 (Akbarian et al., 2021; Weng et al., 2023)

State space GLM Hidden states Milliseconds to seconds

Often requires population 

responses, large sample size, 

or the estimation of 

posterior densities

Hippocampus (Czanner et al., 2008)

pIP10 neuron (Calhoun et al., 2019)

Gustatory cortex (Escola et al., 2011)

M1 (Shimazaki et al., 2012)
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analyze neurons in higher-level sensory cortex that respond to 
non-Gaussian naturalistic stimuli instead of white noise, but demand 
a large amount of data for accurate estimation (Sharpee et al., 2004). 
However, these methods are once again challenged by the 
dimensionality problem, where the number of parameters required to 
specify the density functions grows exponentially with the number of 
stimulus dimensions. Combining both the STA/STC and mutual 
information methods has proven to be effective for dimensionality 
reduction (Pillow and Simoncelli, 2006). This technique maximizes 
information relying exclusively on the first and second moments of 
the spike-triggered stimulus ensemble to improve tractability, but may 
miss information in the higher order moments.

In the context of LN cascade models, likelihood-based 
approaches provide a powerful framework to robustly estimate 
multiple stimulus dimensions and characterize their nonlinear 
relationship and can also scale well with the dimensionality of the 
stimulus. Parameterizing the linear stimulus filters and the 
nonlinearity using a set of basis functions can transform the 
stimulus–response relationship to a much lower dimensional space. 
The linear filters, referred to as kernels of the neuron, are then 
expressed as a weighted sum of the basis functions. In this context, 
extending the GLM framework to incorporate nonlinear covariate 
terms over a projection of the stimulus onto multiple linear filters 
enables capturing of multi-dimensional stimulus–response 
relationships (Ahrens et al., 2008; Park et al., 2013).

A high-dimensional representation of the neurons’ 
spatiotemporal kernels is necessary to capture the rapid and 
intricate changes in the spatiotemporal sensitivity of neurons in 
higher visual areas. The key lies in identifying the lower 
dimensional subspace that describes the dynamic input–output 
relationship with high temporal precision, in an assumption-free 
and data-driven manner. Existing approaches to address this 
challenge are discussed in the next section, with a focus on time-
varying multi-filter extensions of GLMs.

4 GLM-based approaches for 
nonstationary responses

It is computationally challenging to model neurons in the higher 
visual areas where various behavioral, motor, or cognitive modulatory 
factors create fast and nonlinear dynamics in the neuron’s 
spatiotemporal sensitivity, which results in a high-dimensional 
stimulus representation. These time-varying modulations and 
nonlinear spatiotemporal dynamics lead to a complicated 
nonstationary stimulus–response relationship. Consequently, many 
conventional computational approaches that rely on assumptions of 
time invariance and linear processing of stimuli within neurons’ 
classical RF prove inadequate to capture activity in higher visual areas. 
Reverse-correlation techniques based on analyzing the 

FIGURE 2

Schematic diagrams of example GLM variations. (A) Schematic of Nonlinear Input GLM. Stimulus passes through an input nonlinearity g which 
nonlinearly transforms the stimulus representation before applying linear filtering k and output nonlinearity f in a GLM structure (Ahrens et al., 2008) h 
represents the post-spike filter. (B) Schematic of LN Input GLM. Demonstrates a GLM with multiple linear filters (k1, k2, …) and nonlinearities (g1, g2, …) as 
LN inputs, also referred to as subunits, whose outputs are linearly combined and passed through a spiking nonlinearity F. These models can also be 
considered as two-stage LN models (McFarland et al., 2013). (C) Schematic of Coupled Spiking GLM. The GLMs for two neurons are linked to each 
other through interneuronal coupling filters c1 and c2 that capture each neuron’s response dependencies on spiking in the other neuron. k1 and k2 
represent linear filters, and h1  and h2  represent post-spike filters for neuron 1 and neuron 2, respectively (Pillow et al., 2008). (D) Schematic of 
Generative GLM. The GLM of post-synaptic neuron is coupled to the pre-synaptic neuron through coupling filter c to an extent determined by the 
synaptic strength, which is modulated by the relative timing between pre- and post-synaptic spikes (tpre – tpost) through a spike-timing dependent 
modification function (Stevenson and Koerding, 2011).
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cross-correlation between the stimulus and the recorded neural 
responses to white noise stimuli, have been successful in describing 
the neuron’s input–output relationship. Particularly, the application of 
reverse-correlation techniques on the neuronal data collected from 
early visual areas during spatiotemporal white noise stimulus 
presentation, has improved our understanding about the functions of 
neurons and their receptive field properties in early stages of visual 
processing. However, these methods assume that the neuron’s function 
remains invariant over time which results in a static model of their 
spatiotemporal RF properties (Stanley, 2002). Although the time-
invariance assumption for the spatiotemporal RF properties in the 
early visual pathway may be valid for several visual functions, it fails 
to capture the time-varying dynamics in the neural responses 
throughout the visual pathway which underly various dynamic 
behaviors (Fuster and Alexander, 1971; Gottlieb et al., 1998; Bisley and 
Goldberg, 2003; Ikeda and Hikosaka, 2003; Womelsdorf et al., 2006; 
Mitchell et al., 2007; Herrero et al., 2008; Anton-Erxleben et al., 2009; 
Moore and Chang, 2009; Kok et al., 2012; Mante et al., 2013; Saleem 
et al., 2013; Noudoost et al., 2017). Recent work has acknowledged this 
issue and developed new approaches to characterize time-varying 
neural responses on the timescale of tasks and behaviors.

One simple approach is dividing the overall nonstationary 
responses into discrete time intervals to be  modeled separately 
(Weinberger, 1993; Mehta et al., 1997; Gandolfo et al., 2000; Fritz et al., 
2003; Sharpee et al., 2006; Meyer et al., 2014). This approach assumes 
that the stimulus–response relationship is fixed during each time 
interval (or at least settles for describing the average stimulus–
response relationship in that window). A study of hippocampal place 
fields in rats quantified the place field size separately on each lap of 
running, and showed field size increasing over time (Mehta et al., 
1997). Another study investigated how monkeys adapt to a new 
environment by dividing the trials into epochs and observing the 
change of activity over epochs (Gandolfo et al., 2000). These studies 
track changes in the RF on the order of minutes, while some achieve 
higher resolution (5-20 s) by assuming small fluctuations in RF 
parameters over consecutive segments (Meyer et al., 2014). Splitting 
data into segments provides estimates of the neural states in specific 
time windows, but cannot analyze activity continuously on shorter 
timescales. Similarly, studies investigating saccadic modulations of 
visual responses have often compared neural sensitivity between two 
fixation and perisaccadic periods, or across discrete time windows of 
fixed length relative to the onset or offset of a saccade (Bremmer et al., 
2009; Zanos et al., 2016). As the desired time resolution with this 
approach increases, the amount of data required to estimate neural 
sensitivity also increases. Moreover, independent estimation of 
neuronal sensitivity over discrete windows cannot trace the 
continuous RF evolution over time at the same temporal resolution as 
the saccade-induced visual response modulations.

The second category of nonstationary models considers the 
continuous temporal evolution of the underlying system. One of the 
most commonly used solutions is recursive methods for filter 
estimation, which allows for temporal variations of the model 
parameters (Frank et al., 2002; Stanley, 2002; Eden et al., 2004; Ergün 
et al., 2007; Sheikhattar et al., 2016). Extending the GLM structure to 
integrate these recursive approaches, such as recursive least-squares 
filtering (Stanley, 2002) or maximum likelihood adaptive filtering 
(Sheikhattar et al., 2016) (Figure 3A), or using adaptive priors for 
maximum a posteriori estimation of temporally localized filters 

(Meyer et  al., 2014) (Figure  3B), has generated powerful models 
capable of capturing the temporal dynamics of neurons’ RFs in several 
neural systems. For example, the adaptive approach was used to track 
the spatiotemporal changes of RFs in the early visual system using 
time-varying weighting functions (Stanley, 2002). A similar approach 
was also applied to characterize the spectrotemporal RF plasticity in 
the primary auditory cortex (A1) with high temporal resolution 
(Sheikhattar et al., 2016). While these approaches can account for 
time-varying sensitivity of neurons, the amount of data required for 
robust estimation of these adaptive models could vary substantially 
depending on the size of their parameter space. To increase the 
robustness of estimating a high-dimensional parameter space, the 
existing adaptive filtering approaches often use standard regularization 
techniques such as lasso regression (L1-norm) (Tibshirani, 1996; 
Sheikhattar et al., 2016) and ridge regression (L2-norm) (Hoerl and 
Kennard, 1970; Meyer et al., 2014). However, these regularization 
techniques for dimensionality reduction do not use behavior to guide 
the learning of significant dimensions or model parameters, which 
may not provide the dimensions contributing to response generation 
underlying certain time-varying behavior.

State-space models are another class of models frequently applied 
to analyze neural systems with nonstationary characteristics. In state-
space models, the subsequent state of the system is established by 
considering both its present state and the input it receives. Some 
studies have used linear dynamical systems (Czanner et al., 2008; 
Cunningham et al., 2009; Shenoy et al., 2013), while others adapted 
the traditional hidden Markov models (Paninski et al., 2010; Escola 
et al., 2011; Shimazaki et al., 2012; Kao et al., 2017). There are state-
space models based on extending a GLM structure to include hidden 
state variables, for example, by combining a GLM and a hidden 
Markov model (GLM-HMM) (Escola et al., 2011), which determine 
the temporal evolution of the neuron’s stimulus–response function, 
using state-dependent stimulus filters. Modifying the GLM-HMM to 
use categorical outputs, Calhoun and colleagues applied these models 
on behavioral data to predict the discrete behaviors performed by an 
animal. This state-dependent GLM allowed for time-varying 
probabilities of transitioning and actions to incorporate the effect of 
internal states of the system on sensorimotor processing over time 
(Figure 3C) (Calhoun et al., 2019). Although these studies succeeded 
in modeling time-varying systems and decoding neural dynamics, 
they often rely on population responses or estimating the posterior 
densities, which make them insufficient for capturing time-varying 
stimulus sensitivity at the level of single neurons or on fast timescales 
where the data is limited.

Each approach mentioned above has its own pros and cons, but few 
of them can succeed in capturing the responses of neurons in the higher 
visual areas where multiplexed neural signals reflecting the interaction 
of sensory and non-sensory variables complicate the neural code 
(Table 1). One such example is saccadic eye movements, which involve 
fast and complex modulations in neuronal sensitivity in the extrastriate 
visual areas and prefrontal cortex during the perisaccadic period 
(Nakamura and Colby, 2002; Sommer and Wurtz, 2006; Zirnsak et al., 
2011, 2014; Neupane et al., 2016, 2020; Niknam et al., 2019; Akbarian 
et al., 2021). Quantitatively characterizing the perisaccadic sensitivity 
modulations on the fast timescale of saccades is critical for 
understanding the neural basis of various perisaccadic perceptual 
phenomena. Studies have shown that neurons in the MT and V4 areas 
experience a reduction in sensitivity to stimuli that appear within their 
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RFs shortly before a saccade, a phenomenon known as saccadic 
suppression. Neurons in extrastriate and prefrontal areas have also been 
observed to preemptively shift their RF to the postsaccadic RF (future 
field remapping), or to the saccade target (saccade target remapping) 
prior to saccade onset.

Motivated by the findings on perisaccadic response modulations and 
the limitations of the existing methods to characterize and trace those fast 
and nonlinear dynamics, a recent study developed a series of 
nonstationary extensions of a GLM to capture time-varying visual 
sensitivity. The first extension, referred to as Nonstationary Gain GLM 
(NSG-GLM), uses multiplicative temporal gain kernels to capture the 
neuron’s sensitivity to each spatiotemporal feature as varying across a 
saccade and devises a robust alternating maximum likelihood 
optimization procedure under a Poisson probability distribution 
(Figure 3D) (Akbarian et al., 2018). Although the NSG-GLM can account 
for perisaccadic modulatory gain effects, it is unable to reproduce the 
perisaccadic response changes that require more than a simple 
instantaneous gain mechanism, such as alterations in response latency. 
The subsequently developed Sparse Variable GLM (SV-GLM) is able to 
capture a wider variety of modulations by implementing time-varying 
stimulus kernels representing the neuron’s perisaccadic spatiotemporal 
RF dynamics (Figure  3E) (Niknam et  al., 2019). The SV-GLM can 
be viewed as a set of GLMs that are simultaneously fitted, where each 
GLM corresponds to an individual time point, which allows it to represent 
the temporal evolution of the system on a millisecond-timescale with no 
assumptions about the functional form of the temporal modulations. 
Moreover, the SV-GLM estimation implements a dimensionality 
reduction procedure that identifies a sparse representation of 

high-dimensional perisaccadic stimulus kernels by directly quantifying 
the statistical significance of individual RF parameters, which enables 
robust parameter estimation despite the limited data available during the 
perisaccadic period. This assumption-free approach offers accurate 
estimations of perisaccadic modulations, and identifies specific times and 
locations where neural sensitivity changes, allowing potential 
interpretations of the response modulations at a mechanistic level. Such 
a comprehensive and unbiased description of the RF dynamics enables 
the identification of potential sources responsible for the spatiotemporal 
sensitivities reflected in the kernels of the SV-GLM. A parsimoniously 
factorized version of the SV-GLM (F-SVGLM) is then developed to 
capture the perisaccadic modulations originating from either the RF, FF, 
or ST sources via a mixture decomposition procedure optimized in a least 
squares sense (Figure 3F) (Niknam et al., 2019).

Another potential way to improve a model’s ability to capture 
time-varying sensitivity is to incorporate signals related to the overall 
state of the system, in the form of population activity (Table  1). 
Truccolo and colleagues have constructed a point process GLM 
structure which takes concurrent ensemble spiking activity in primary 
motor cortex (M1) as one of its input covariates (Figure 4A) and have 
shown its improved prediction and decoding performance over 
standard GLM models (Truccolo et al., 2005). The GLM architecture 
that integrates interneuronal coupling filters (Figure 4B) and one that 
additionally combines common input latent variables (Figure 4C) are 
also examples of GLM extensions capable of assimilating population-
level information when estimating the stimulus kernels (Pillow et al., 
2008; Vidne et al., 2012). These extensions have taken advantage of the 
simultaneous recording of multiple neurons using multielectrode 

FIGURE 3

Time-varying extensions of GLM. (A) GLM combined with adaptive filtering. Stimulus s passes through an adaptive filter kt and nonlinearity f to generate 
spikes through a stochastic process. The filter kt is estimated by adaptive learning algorithms such as recursive least-squares or recursive maximum 
likelihood estimation with possible regularization, for example, to impose sparsity on the filter parameters. The nonlinearity f and the spike process 
generator can use multiple link functions or distributions. (B) GLM combined with adaptive prior. Stimulus s passes through a linear filter which is a 
linear combination of a fixed filter k, representing the long-term static RF of the neuron, and a temporally localized deviation term Δkt, representing the 
difference between k and time-dependent estimate of local RF kt. The static filter is used as a prior for maximum a posteriori estimation of local filters 
over fixed discrete time windows. The net filtered output passes through nonlinearity f and spiking process. (C) GLM combined with state models. At 
each timepoint t, a discrete hidden state is specified by a set of GLMs that predict the state’s output and the transition probability. Each hidden state 
(state t, state t  +  1) has a corresponding set of GLMs (GLM t, GLM t  +  1). (D) Nonstationary Gain GLM (NSG-GLM). The output of linear filtering, using a 
parametric linear filter k, is multiplied by a time-varying gain factor ωωt . The resulting signal, representing the neuron’s time-varying sensitivity, is 
summed with a spike history term through post-spike filter h, and passed through nonlinearity f and Poisson spiking. (E) Sparse Variable GLM (SV-GLM). 
Estimates time-varying spatiotemporal kernels Kt which represent four-dimensional parametric kernels, across space, delay, and time dimensions, 
whose parameters are jointly fitted over the duration of individual trials. These four-dimensional kernels Kt capture the time-varying spatiotemporal 
sensitivity of the neuron on the timescale of a few milliseconds. The post-spike filter h, nonlinearity f, and spike generator blocks are similar to those 
used in a standard GLM. (F) Factorized Sparse variable GLM (F-SVGLM). Kernels Kt estimated from the SV-GLM (E) can be factorized as a mixture of 
multiple time-varying spatiotemporal gaussian kernels whose parameters are estimated in a least-squares sense. This factorization can, for example, 

identify and characterize three sources of spatiotemporal sensitivity modulations during saccades associated with RF, FF, and ST areas Gt
RF,  Gt

FF,  

and Gt
ST  which modulate the static spatiotemporal kernel k  over time to saccade with high temporal resolution.
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arrays. Population-level information can also be reflected in aggregate 
brain signals such as local field potentials (LFPs). There are models 
extending the GLM structure to capture different aspects of LFP 
signals, such as including a vector of LFP values as an input term 
(Figure 4D) (Kelly et al., 2010), or incorporating state-dependent gain 
and offset variables determined by the LFP’s phase or power 
(Figure 4E) (Kayser et al., 2015). Although the output of these models 
depends on the population state changes, their stimulus sensitivity 
parameters are time-invariant and thus are not able to characterize the 
time-varying characteristics of the neuron’s RF. Building upon the 
development for time-varying GLM extensions, Niknam and 
colleagues extended the spiking NSG-GLM (Figure 3D) to incorporate 
the simultaneously recorded LFP as a model covariate with its own 
temporal filter (Figures 4F,G) (Niknam et al., 2018). This approach 

enabled the characterization of the time-varying spatiotemporal 
sensitivity of extrastriate neurons during saccades and demonstrated 
increased prediction and decoding performance compared to the 
previously developed NSG-GLM (Niknam et al., 2017a,b, 2018).

5 Decoding time-varying sensory 
information using GLM frameworks

Understanding how brain activity generates our behavior requires 
deciphering the algorithms by which the neural representations in 
sensory areas shape perception or cognition. Decoding methods seek 
to infer input stimuli from neural responses. Existing statistical 
decoders are primarily based on statistically optimal inference methods 

FIGURE 4

State-dependent extensions of GLMs using population-level activity. (A) Spiking GLM incorporating covariates related to neuronal ensemble spiking 
activity. Stimulus s passes through linear filter k, the filtered signal is summed with the outputs of post-spike filters h1, h2, etc., which capture the effects 
of population spike histories from neuron 1’s response r1, neuron 2’s response r2, etc. recorded simultaneously. The neuron’s own spiking history r can 
also be incorporated using an additional post-spike filter (not shown). The resulting combined signal passes through nonlinearity f and spike generator 
to produce response r. (B) Spiking GLM incorporating covariates related to other neurons’ coupled spiking activity. Similar to Figure 2C. k1 and k2 
represent linear filters, h1 and h2 represent post-spike filters, c1 and c2 represent coupling filters, and r1 and r2 represent responses for neuron 1 and 
neuron 2, respectively. Interneuronal coupling filters capture correlated activity of simultaneously recorded neurons; c1 receives input from neuron 2, 
while coupling filter c2 receives input from neuron 1. (C) Spiking GLM incorporating a hidden state-dependent common input covariate. Similar to (B), 
but with common input added to the output of the linear filters k1 and k2, along with the output of the coupling filters c1 and c2, and the output of the 
post-spike filters h1 and h2. The common input variable reflects the effects of common noise shared between the simultaneously recorded neurons. 
(D) Spiking GLM incorporating LFP activity. Stimulus s passes through linear filter k, whose output is summed with simultaneously recorded LFP values 
v, and the net signal is used to generate spiking response r through nonlinearity f and spike generator. LFP activity represents an aggregate signal 
reflecting the state of the network. (E) Spiking GLM incorporating LFP-controlled gain modulation. Stimulus s passes through linear filter k and 
nonlinearity f. The resulting firing rate is multiplied by a gain factor g, which is controlled by the phase or power of LFP v, to produce response r. A 
discrete set of LFP phase and power values are used to specify multiple oscillatory states of the network. These states can also control a background 
firing term through an additive state-dependent offset variable (not shown). (F) Time-varying spiking GLM incorporating LFP as an internal covariate. 
Extended form of the NSG-GLM structure in Figure 3D, where information from LFP v is incorporated through a time-invariant kernel l for spike rate 
prediction through nonlinearity f. FXLFP denotes a fixed LFP filter over the course of a trial, which captures how network-level activity modulates 
individual neuron’s spiking. (G) Time-varying spiking GLM incorporating LFP as an internal nonstationary covariate. Similar to (F), but LFP information v 
is modeled through a time-variant temporal kernel l . TVLFP denotes a time-varying LFP filter, which captures the dynamics by which network-level 
activity can variably modulate an individual neuron’s spiking over the course of a trial.
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(Seung and Sompolinsky, 1993; Salinas and Abbott, 1994; Britten et al., 
1996; Warland et al., 1997; Ma et al., 2006), which can provide an upper 
bound for performance, and generally require a full knowledge of task 
variables and response and noise properties, and may not be assumed 
to represent biologically-plausible decoding strategies.

An alternative decoding approach models neural dynamics using 
state-space methods to decode behavioral or motor variables that can 
vary over time (Shenoy et  al., 2013). Typical state-space models 
assume that behavioral measurements such as movement kinematics, 
or decision choices at each point in time are directly represented in 
the neural activity at that time (Churchland et al., 2012; Kao et al., 
2014; Gallego et al., 2018; Wallis, 2018). Another approach for state-
space decoders models neural dynamics in terms of a latent variable 
that constitutes the state in the model (Kemere et al., 2008; Wu et al., 
2009; Cunningham and Yu, 2014; Golub et al., 2015; Aghagolzadeh 
and Truccolo, 2016; Sani et  al., 2018, 2021). Many state-space 
decoders, such as a Kalman filter, take as input the spike counts in 
relatively large time bins and are often based on population responses. 
These decoders have been very successful in neural prostheses or brain 
machine interface systems (Shenoy, Sahani and Churchland, 2013; 
Nuyujukian et al., 2017; Wallis, 2018; Shanechi, 2019; Willett et al., 
2021). A more recent decoding framework that also leverages the 
latent variable approach employs a neural network encoder, CEBRA, 
which uses both behavioral and neural data to make inferences about 
the latent variables for decoding (Schneider et al., 2023).

Statistical models provide an alternative framework for inferring 
about stimulus variables using inverse models. Point process 
regression-based models such as GLMs, particularly those with 
generalizable capability to predict responses to unseen input patterns, 
allow the derivation of optimal estimators for reconstructing input 
stimuli from single trial spike trains. These models describe spiking 
responses of a neuron r to a given stimulus s through the conditional 
probability p (r|s), and can then be inverted to provide an optimal 
readout of sensory information from single-trial spike trains, for 
example, by estimating the posterior probability p (s|r) via Bayes’ rule 
(Paninski et al., 2007). The variations of GLMs mentioned in previous 
sections prove the power of this statistical modeling framework in 
capturing high-dimensional and nonlinear relationships between 
neural responses and multiple internal and external covariates on the 
same timescale as tasks or behaviors. These time-varying models allow 
for developing model-based decoders that can dynamically read out 
sensory or behavioral information from time-varying response 
characteristics in higher cortical areas (Park et al., 2014; Aoi et al., 
2020; Akbarian et al., 2021; Weng et al., 2023).

Encoding and decoding approaches are frequently used in concert; 
for example, an encoding model is established based on physiological 
recordings of neural responses, and a model-based decoding method 
can then be employed to link neuronal responses to the readout of input 
stimuli (Pillow et al., 2008, 2011; Valente et al., 2021).

6 Mechanistic-level interpretation of 
neuronal activity using combined 
GLM-based encoding and decoding 
approaches

By manipulating model components in ways that are impossible 
in physiological experiments, these combined encoding-decoding 

approaches offer a powerful means to investigate specific hypotheses 
about the possible mechanisms through which downstream neurons 
can read out the encoded information. Particularly, by quantifying the 
time-varying dependency of single-trial spiking responses on multiple 
components of sensitivity modulations and providing a dynamic 
readout of various types of information, time-varying GLM 
frameworks can be  used to examine the neural basis of various 
behaviors across timescales. Computationally manipulating the 
neuron’s sensitivity components and analyzing the associated model-
predicted readouts can disentangle the contribution of various 
response components underlying specific perceptual or cognitive 
phenomenon (Figure 5).

A recent study by Akbarian and colleagues is one of these 
examples in which an encoding model capturing the change of 
neuronal sensitivity across saccades with high temporal resolution 
allowed a model-based decoder that linked perisaccadic modulations 
in neuronal sensitivity to saccade-induced changes in the perceived 
visual stimuli at each instant of time (Akbarian et al., 2021). Visually-
guided saccade tasks are commonly used to study changes in 
perception during saccades (Kaiser and Lappe, 2004; Michels and 
Lappe, 2004; Hamker et  al., 2008; Binda et  al., 2009; Rolfs and 
Carrasco, 2012). The subject fixates on a fixation point and a second 
visual point called the saccade target appears. When the fixation point 
disappears, the subject makes a saccade to the saccade target. The 
SV-GLM framework (Figure 3E), fitted on spiking responses from 
visual areas during a visually-guided saccade task with pseudorandom 
visual stimulation (Figure 6A), provided an unbiased model capturing 
the time-varying spatiotemporal sensitivity of MT and V4 neurons 
during saccades (Figure 6B).

The model’s ability to predict spiking responses to arbitrary input 
stimuli, enabled a model-based decoder to read out stimulus 
information at a particular location, latency, and time relative to 
saccade onset. The model-predicted responses to probe stimuli 
presented around the presaccadic RF (RF1) and postsaccadic RF 
(RF2) were used to measure location discriminability at each time 
point relative to saccade onset and for each stimulus delay relative to 
that time point [Figure 6C; related to Figure 3 in Weng et al. (2022)]. 
This study was one of the first to demonstrate the capability of a 
GLM-based time-varying model in decoding visual stimuli from the 
instantaneous neuronal sensitivity in higher visual areas, operating on 
the fast timescale of a visual behavior. In line with the subjective 
perception of a seamless visual scene, the decoder revealed that there 
is no point in time during saccades when spatial sensitivity is entirely 
lost (Figure 6D top).

To pinpoint the basis of a continuous visual representation across 
saccades, Akbarian and colleagues devised an unsupervised procedure 
to screen for integration-relevant sensitivity components based on a 
model manipulation that led to a gap of sensitivity, a period when the 
neuron could not discriminate probes at either RF1 or RF2 (Figure 6D 
bottom). This combined encoding and decoding approach could 
identify the response components necessary for an uninterrupted 
stimulus readout across saccades. This model-based approach was 
thus able to link perisaccadic responses to perception, revealing a 
potential neural basis for transsaccadic spatial integration. Using a 
similar approach based on the manipulation of the fitted SV-GLM 
kernels, Weng and colleagues were able to identify the essential 
extrastriate sensitivity components responsible for driving a spatial 
bias in the localization of perisaccadic stimuli (Figure 6E), which 
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represents another example of using model-based computational 
manipulations to link neural responses to perception (Weng 
et al., 2023).

Moreover, there are additional instances showcasing the utilization 
of combined GLM-based encoding and decoding for generating a 
mechanistic-level comprehension for various behaviors. Park and 
colleagues investigated neural encoding in the lateral intraparietal area 
(LIP) by analyzing spike trains with a GLM, effectively predicting 
spike trains for individual trials of a decision-making task. 
Furthermore, they developed an optimal decoder suitable for 
implementation in biologically plausible circuits and discovered that 
optimal decoding requires the integration of LIP spikes over two 
distinct timescales (Park et al., 2014). Yates and colleagues trained 
linear decoders on small ensembles of simultaneously recorded MT 
neurons to distinguish motion direction with and without awareness 
of interneuronal correlations. Additionally, they used a GLM-based 
analysis on the decoder’s choice output to evaluate the impact of each 
pulse on the overall decoder output. Their findings illustrate that the 
simple decoder, without factoring in correlations, replicates 
psychophysical performance and achieves optimal sensitivity (Yates 
et al., 2020).

7 Applications of GLM-based 
approaches beyond encoding and 
decoding models

The ability of the GLM to capture the statistical dependency of 
neural responses to multiple intrinsic and extrinsic covariates at the 
level of single trials and individual neurons provides a powerful 
platform to infer circuit-level computations and network-level 

properties. Neural computations underlying our behavior rely on the 
coordinated activity of neuronal ensembles and their communications. 
On the other hand, recent advances in large-scale optical or 
electrophysiological recording such as the use of Neuropixels have 
generated valuable datasets capturing the simultaneous activity of 
many neurons within individual or across multiple regions in the 
brain (Jun et al., 2017).

Interpreting these datasets will require developing tools capable 
of capturing the complex connectivity and communication patterns 
in neuronal ensembles in a statistically efficient, functionally 
interpretable, and computationally tractable manner. Although 
quantitative measures based on pairwise correlations or distances of 
spike trains have generated a greater understanding of the properties 
of coordinated activities, interareal communications, and their 
possible functional implications, those approaches face key challenges 
for capturing higher order interactions or requiring a large number of 
trials for robust calculation of those measures. Statistical model-based 
approaches can address these challenges by capturing the statistical 
dependencies between responses (Truccolo et al., 2010; Kass et al., 
2011; Roudi et al., 2015; Mukherjee and Babadi, 2021). A GLM-based 
framework is a strong candidate for inferring circuit-level 
computations from the models of individual neurons and their 
interactions with no prior mechanistic level assumptions (Pillow et al., 
2008; Truccolo, 2016; Zoltowski and Pillow, 2018). For example, by 
analyzing the amplitude, sign, shape, or time-lags of interneuronal 
coupling filters, one can characterize the strength, excitatory versus 
inhibitory, temporal dynamics, or directed dependency properties of 
the connections between neurons (Keeley et al., 2020). The application 
of GLMs can be expanded to analyze neural activity from several 
simultaneously recorded areas through regression-based methods or 
shared latent variable approaches (Keeley et  al., 2020). In 

FIGURE 5

Combined encoding and decoding framework for mechanistic-level understanding of perception. The encoding model M, fitted using the input 
stimulus s and the output response r to assign the conditional probability p (r|s), can be used to develop a decoder for reading out the stimulus from a 
given response, for example, by evaluating the stimulus posterior distribution p (s|r). Through a systematic model manipulation procedure, an encoding 
model M can be transformed into different altered models (model M1, model M2, …), generating altered responses r1 ,   r2 ,  … Each altered model can 
create a readout of the stimulus p1(s| r1 ),  p2(s| r2 ), … through the decoder. By corresponding alterations in the readout to alterations in the model, this 
approach can provide an unsupervised procedure to screen for the neuron’s sensitivity components underlying certain readout outcomes. This 
combined encoding and decoding framework can therefore link the neuronal representation of sensory information to perception or behavior.
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regression-based models, interactions are explained as information 
transformation from one area to another (Stevenson et al., 2009; Yates 
et al., 2017; Perich et al., 2018; Rikhye et al., 2018; Hart and Huk, 

2020). Conversely, shared latent variable models aim to elucidate 
interactions by identifying sources that capture shared fluctuations 
across areas (Keeley et al., 2020; Semedo et al., 2022). The ensemble 

FIGURE 6

Application of a time-varying GLM framework for encoding and decoding of visual information during saccadic eye movements. (A) Schematic of the 
visually-guided saccade task with probes. After monkeys fixate on a central fixation point (FP), a saccade target (ST) point appears (horizontally 
displaced from the FP in either direction). After a randomized time from 700 to 1,100  ms, the FP disappears and the animal saccades to the ST and 
maintains fixation there. Throughout the first fixation, saccade, and second fixation, a series of 7-ms probes appear in a pseudorandom order in a 9  ×  9 
grid of possible locations (white squares). Neurons were recorded from MT or V4. (B) Shows weight values for a stimulus kernel, across time and delay, 
at the RF1 center probe for a sample neuron, estimated through an SV-GLM fit on the recorded spiking data. Each kernel captures the neuron’s 
sensitivity in spatial (x, y), time (t, time of response relative to saccade onset), and delay (τ, time of stimulus relative to response) dimensions. Line plots 
in the bottom boxes show the cross-sections of the above map at the specified times. (C) The temporal dynamics of neurons’ spatial discriminability 
across time from saccade onset around RF1 (blue) and RF2 (orange) locations, obtained using a decoder, trained on the model-predicted responses to 
a pair of probe locations around RF1 and RF2 [related to Figure 3 in Weng et al. (2022)]. (D) Discriminability for probes in RF1 (blue) and RF2 (orange) 
before (top) and after manipulating the model through nulling integration-relevant kernel components (bottom). Replacing the weights of these 
integration-relevant kernel components with the fixation weights led to a gap in sensitivity. The projections on top show whether there is a gap in 
sensitivity [related to Figure 2 in Akbarian et al. (2021)]. (E) Mean spatial bias in reading out the location of a perisaccadic stimulus around the ST area, 
obtained using the similarity of population kernel vectors corresponding to a center probe location versus its 8 neighboring probes across 15 neuronal 
population ensembles over time from saccade onset. The spatial bias captured by the full model (dark green) was eliminated in the reduced model 
with bias-relevant kernel components removed (light green). Spatial bias is significantly smaller in the reduced model in the period indicated by the 
gray bar (50-150  ms after saccade onset) related to Figure 3 in Weng et al. (2023).
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GLM approaches and their integration with adaptive, Bayesian, or 
information-theoretic methods have also been able to capture 
functional connectivity or causal structures in inter- or intra-areal 
neural communications (Kim et al., 2011; Yates et al., 2017; Sheikhattar 
et al., 2018).

8 Discussion

Understanding how our behavior is generated through the 
integration of sensory, motor, and cognitive information relies on an 
ability to quantitatively describe the individual and interactive effects 
of external (e.g., visual input) and internal (e.g., attentional state) 
factors on neuronal responses. By capturing the statistical properties 
of neuronal responses with minimal assumptions about their 
functions, statistical models provide a powerful framework for 
describing the brain in terms of how it encodes information in its 
responses and decodes the resulting behavior. This is often difficult to 
achieve due to the complexities of neural data and limitations of 
computational models. In particular, our sensory processing and 
perception are dynamically modulated by many factors including 
context, attention, goals, reward, and learned associations. This will 
make the stimulus–response transformation the product of time-
varying nonlinear interactions between sensory and non-sensory 
covariates. Understanding how these changes in the neuronal 
representation of sensory stimuli influence our perception of those 
stimuli and guide our behavior requires mathematically principled 
techniques that can track the information encoding and decoding in 
neuronal responses on the same timescale as the behavior.

Taking advantage of the richness and flexibility of the GLM 
framework, several studies have extended or generalized the classical 
GLM to incorporate more complicated factors beyond the sensory 
parameters, such as the neuron’s own spiking history, recent spiking 
of other cells, behavioral or task variables, and time-varying or state-
dependent factors. These extended variants of GLMs allow for 
modeling more complicated response dynamics at the integration of 
sensory and non-sensory variables which is particularly a key feature 
of neurons in higher brain areas. Here we reviewed existing variations 
on GLMs and compared the common methods for dimensionality 
reduction and nonstationary responses. Lastly, we explored different 
applications of time-varying GLMs that showcased the value of these 
models for characterizing rapid neural dynamics in higher visual areas 
and investigating their role in creating various visual behaviors.

Our review summarized the different attempts in a point process 
GLM framework to characterize nonstationary aspects of spiking 
responses and discussed their advantages and limitations. These 
GLM-based paradigms are mostly based on white-noise-like stimuli, 
chosen for mathematical tractability in the fitting process, capturing 
unbiased kernels of the neurons, and generalizability to predict 
responses to unseen input patterns. However, previous studies suggest 
that fully characterizing neuronal responses requires naturalistic 
stimuli (Kayser et al., 2004; Nishimoto and Gallant, 2011; Talebi and 
Baker, 2012), and future work will need to extend such models to work 
on more realistic visual scenes. Nor do more complicated GLM-based 
paradigms scale in a tractable manner to capture high-dimensional 
structures such as the inter-neuronal relationships described by 
population-level models, or nonlinear and dynamic representation of 
stimulus space described by the modulatory or time-varying models. 

Although augmenting GLMs with regularization or dimensionality 
reduction procedures, such as sparse or low-dimensional regression 
models, have shown to be promising for tackling the dimensionality 
problem (Gerwinn et al., 2010; Sheikhattar et al., 2016; Aoi and Pillow, 
2018; Zoltowski and Pillow, 2018; Niknam et al., 2019; Semedo et al., 
2019), identifying behaviorally relevant dimensions (Akbarian et al., 
2021; Sani et al., 2021; Valente et al., 2021; Weng et al., 2023) which 
can directly link representation to readout is another important 
direction for current and future research.

Beyond the variations of GLMs discussed here, there are 
numerous other extensions that have been developed. There are 
biologically-oriented modulatory models that incorporate the 
nonlinear effects of stimulus-driven suppression (Butts et al., 2007), 
or include contextual effects in sensory responses (Ahrens et al., 2008; 
Williamson et  al., 2016), or implement a response gain control 
mechanism according to the stimulus contrast (Rabinowitz et  al., 
2011). The GLM-based approach has been used to provide mechanistic 
level understanding of several perceptual phenomena (Kayser et al., 
2015; Zanos et al., 2016; Akbarian et al., 2021; Weng et al., 2023). A 
biophysical interpretation of one GLM has been suggested as a special 
case of a conductance-based encoding model, which bridged the 
disparity between statistical and biophysical models (Latimer 
et al., 2019).

The emergence of deep learning has introduced numerous novel 
methods for modeling neural responses. These methods can 
essentially be  considered as an extended version of the GLM 
framework which allow for complex nonlinear response properties 
using their repetitive LN structures. It has been shown that artificial 
neural network (ANN) models can predict responses to natural 
stimuli in the retina (McIntosh et al., 2016) and in higher visual areas 
(Richards et al., 2019) with high accuracy, and many other network 
models have been established to examine neural circuits (Yamins 
et  al., 2014; Moore et  al., 2020). Despite some efforts in post-hoc 
interpretation of the network components (McIntosh et al., 2016) or 
incorporating behavioral variables into the network structure 
(Schneider et al., 2023), to date these neural network approaches have 
demonstrated limited generalizability or interpretability.

With the goal of incorporating the capabilities of biological neural 
networks such as temporal coding, spiking neural networks (SNNs) 
have been developed to mimic the properties of biological neurons, 
signal processing, and learning mechanisms (Maass, 1997). However, 
the existing SNNs currently trail ANNs in terms of accuracy, 
throughput, and energy efficiency (Khacef et al., 2018). Part of this gap 
can be attributed to inefficient architectural choices in SNNs such as 
imperfect signal encoding techniques, using rate-based codes, which 
lead to an inefficient way to perform communication and computation.

Statistical models such as GLM-like frameworks can characterize 
the functional link between neural response components and 
individual components of the neuron’s sensitivity and simultaneously 
provide statistical efficiency and computational tractability. As shown 
in this review, the GLM framework can be  flexibly adapted to a 
multitude of tasks, experimental paradigms, types of neural data, 
temporal resolutions, circuit structures, choice of prior information, 
or feature selection procedures. Although this flexibility can 
be considered a powerful aspect of these models, their application-
specific design may not be generally desirable, whereas the neural 
network models can allow for more general-purpose architectures and 
provide a better scalability. Taking advantage of the scalability of 
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neural network encoders combined with large scale data such as 
two-photon or Neuropixels recordings, recent studies succeeded in 
extracting consistent and robust latent features across modalities, 
behaviors, or sessions (Schneider et al., 2023). On the other hand, 
neural network approaches may require a substantial volume of data, 
which can hinder their application in limited data conditions, such as 
in time-varying brain systems that play a crucial role in generating 
adaptive or flexible behaviors in real-time.

Taken together, GLM-like approaches based on regression and 
neural network-based approaches can be integrated in ways that inform 
and mutually enhance each other, allowing different applications to 
benefit from the desirable features of either approach. For example, 
understanding functional relationships between stimulus and single 
trial, single unit spiking responses or between multiple brain regions, 
obtained from regression-based models, may inform signal encoding 
strategies for enhancing SNNs to implement biologically plausible 
neuron models and communications in their computations and 
hardware. By combining the interpretability strength of regression-
based models with flexible capabilities of VAE architectures, a recent 
study achieved better constrained and more identifiable latent 
embeddings (Zhou and Wei, 2020). Additionally, neural network 
models providing higher prediction accuracy can establish useful 
benchmarks for the performance of different GLM frameworks, or the 
design of GLM-based structures can inform a more data-efficient 
engineering of neural network models for different datasets.

Overall, the methods reviewed here, and future improvements 
building on these approaches, show great promise for revealing the 
computational and functional principles underlying neuronal 
processing of our dynamic and flexible behavior in a variety of brain 
functions and areas.

Author contributions

GW: Conceptualization, Investigation, Validation, Writing – 
review & editing, Data curation, Formal analysis, Methodology, 
Software, Visualization, Writing – original draft. KC: 
Conceptualization, Visualization, Writing – review & editing. AA: 

Data curation, Investigation, Methodology, Software. BN: Writing – 
review & editing, Conceptualization, Funding acquisition, Project 
administration, Resources, Supervision, Validation. NN: 
Conceptualization, Funding acquisition, Project administration, 
Resources, Supervision, Validation, Writing – review & editing, 
Investigation.

Funding

The author(s) declare financial support was received for the 
research, authorship, and/or publication of this article. This work was 
supported by NIH EY026924 and NIH NS113073 to BN; NIH 
EY031477 to NN; NIH EY014800 and an Unrestricted Grant from 
Research to Prevent Blindness, New York, NY, to the Department of 
Ophthalmology and Visual Sciences, University of Utah.

Acknowledgments

The authors would like to thank Rochelle D. Moore and Tyler 
Davis for their assistance in data collection.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated organizations, 
or those of the publisher, the editors and the reviewers. Any product 
that may be evaluated in this article, or claim that may be made by its 
manufacturer, is not guaranteed or endorsed by the publisher.

References
Aghagolzadeh, M., and Truccolo, W. (2016). Inference and decoding of motor cortex 

low-dimensional dynamics via latent state-space models. IEEE Trans. Neural Syst. 
Rehabil. Eng. 24, 272–282. doi: 10.1109/TNSRE.2015.2470527

Ahrens, M. B., Li, J. M., Orger, M. B., Robson, D. N., Schier, A. F., Engert, F., et al. 
(2012). Brain-wide neuronal dynamics during motor adaptation in zebrafish. Nature 
485, 471–477. doi: 10.1038/nature11057

Ahrens, M. B., Linden, J. F., and Sahani, M. (2008). Nonlinearities and contextual 
influences in auditory cortical responses modeled with multilinear spectrotemporal 
methods. J. Neurosci. 28, 1929–1942. doi: 10.1523/JNEUROSCI.3377-07.2008

Ahrens, M. B., Paninski, L., and Sahani, M. (2008). Inferring input nonlinearities in 
neural encoding models. Network 19, 35–67. doi: 10.1080/09548980701813936

Akbarian, A., Clark, K., Noudoost, B., and Nategh, N. (2021). A sensory memory to 
preserve visual representations across eye movements. Nat. Commun. 12:6449. doi: 
10.1038/s41467-021-26756-0

Akbarian, A., Niknam, K., Parsa, M., Clark, K., Noudoost, B., and Nategh, N. (2018). 
Developing a nonstationary computational framework with application to modeling 
dynamic modulations in neural spiking responses. IEEE Trans. Biomed. Eng. 65, 
241–253. doi: 10.1109/TBME.2017.2762687

Anderson, J. C., Kennedy, H., and Martin, K. A. C. (2011). Pathways of attention: 
synaptic relationships of frontal eye Field to V4, lateral intraparietal cortex, and area 
46  in macaque monkey. J. Neurosci. 31, 10872–10881. doi: 10.1523/JNEUROSCI. 
0622-11.2011

Anderson, B., and Sheinberg, D. L. (2008). Effects of temporal context and temporal 
expectancy on neural activity in inferior temporal cortex. Neuropsychologia 46, 947–957. 
doi: 10.1016/j.neuropsychologia.2007.11.025

Anton-Erxleben, K., Stephan, V. M., and Treue, S. (2009). Attention reshapes center-
surround receptive field structure in macaque cortical area MT. Cereb. Cortex 19, 
2466–2478. doi: 10.1093/cercor/bhp002

Aoi, M. C., Mante, V., and Pillow, J. W. (2020). Prefrontal cortex exhibits 
multidimensional dynamic encoding during decision-making. Nat. Neurosci. 23, 
1410–1420. doi: 10.1038/s41593-020-0696-5

Aoi, M. C., and Pillow, J. W. (2018). Model-based targeted dimensionality reduction 
for neuronal population data. Adv. Neural Inf. Proces. Syst. 31, 6690–6699.

Awater, H., and Lappe, M. (2004). Perception of visual space at the time of pro- and 
anti-saccades. J. Neurophysiol. 91, 2457–2464. doi: 10.1152/jn.00821.2003

Babadi, B., Casti, A., Xiao, Y., Kaplan, E., and Paninski, L. (2010). A generalized linear 
model of the impact of direct and indirect inputs to the lateral geniculate nucleus. J. Vis. 
10:22. doi: 10.1167/10.10.22

Bahmani, Z., Daliri, M. R., Merrikhi, Y., Clark, K., and Noudoost, B. (2018). Working 
memory enhances cortical representations via spatially specific coordination of spike 
times. Neuron 97, 967–979.e6. doi: 10.1016/j.neuron.2018.01.012

Binda, P., Cicchini, G. M., Burr, D. C., and Morrone, M. C. (2009). Spatiotemporal 
distortions of visual perception at the time of saccades. J. Neurosci. 29, 13147–13157. 
doi: 10.1523/JNEUROSCI.3723-09.2009

https://doi.org/10.3389/fncom.2024.1273053
https://www.frontiersin.org
https://doi.org/10.1109/TNSRE.2015.2470527
https://doi.org/10.1038/nature11057
https://doi.org/10.1523/JNEUROSCI.3377-07.2008
https://doi.org/10.1080/09548980701813936
https://doi.org/10.1038/s41467-021-26756-0
https://doi.org/10.1109/TBME.2017.2762687
https://doi.org/10.1523/JNEUROSCI.0622-11.2011
https://doi.org/10.1523/JNEUROSCI.0622-11.2011
https://doi.org/10.1016/j.neuropsychologia.2007.11.025
https://doi.org/10.1093/cercor/bhp002
https://doi.org/10.1038/s41593-020-0696-5
https://doi.org/10.1152/jn.00821.2003
https://doi.org/10.1167/10.10.22
https://doi.org/10.1016/j.neuron.2018.01.012
https://doi.org/10.1523/JNEUROSCI.3723-09.2009


Weng et al. 10.3389/fncom.2024.1273053

Frontiers in Computational Neuroscience 15 frontiersin.org

Bisley, J. W., and Goldberg, M. E. (2003). Neuronal activity in the lateral intraparietal 
area and spatial attention. Science 299, 81–86. doi: 10.1126/science.1077395

Bremmer, F., Kubischik, M., Hoffmann, K. P., and Krekelberg, B. (2009). Neural 
dynamics of saccadic suppression. J. Neurosci. Off. J. Soc. Neurosci. 29, 12374–12383. doi: 
10.1523/JNEUROSCI.2908-09.2009

Brillinger, D. R. (1988). Maximum likelihood analysis of spike trains of interacting 
nerve cells. Biol. Cybern. 59, 189–200. doi: 10.1007/BF00318010

Britten, K. H., Newsome, W. T., Shadlen, M. N., Celebrini, S., and Movshon, J. A. 
(1996). A relationship between behavioral choice and the visual responses of neurons in 
macaque MT. Vis. Neurosci. 13, 87–100. doi: 10.1017/S095252380000715X

Butts, D. A., Weng, C., Jin, J., Yeh, C. I., Lesica, N. A., Alonso, J. M., et al. (2007). 
Temporal precision in the neural code and the timescales of natural vision. Nature 449, 
92–95. doi: 10.1038/nature06105

Calabrese, A., Schumacher, J. W., Schneider, D. M., Paninski, L., and Woolley, S. M. 
N. (2011). A generalized linear model for estimating Spectrotemporal receptive fields 
from responses to natural sounds. PLoS One 6:e16104. doi: 10.1371/journal.
pone.0016104

Calhoun, A. J., Pillow, J. W., and Murthy, M. (2019). Unsupervised identification of 
the internal states that shape natural behavior. Nat. Neurosci. 22, 2040–2049. doi: 
10.1038/s41593-019-0533-x

Chelazzi, L., Miller, E. K., Duncan, J., and Desimone, R. (1993). A neural basis for 
visual search in inferior temporal cortex. Nature 363, 345–347. doi: 10.1038/363345a0

Churchland, M. M., Cunningham, J. P., Kaufman, M. T., Foster, J. D., Nuyujukian, P., 
Ryu, S. I., et al. (2012). Neural population dynamics during reaching. Nature 487, 51–56. 
doi: 10.1038/nature11129

Churchland, M. M., Cunningham, J. P., Kaufman, M. T., Ryu, S. I., and Shenoy, K. V. 
(2010). Cortical preparatory activity: representation of movement or first cog in a 
dynamical machine? Neuron 68, 387–400. doi: 10.1016/j.neuron.2010.09.015

Cronin, D. A., and Irwin, D. E. (2018). Visual working memory supports perceptual 
stability across saccadic eye movements. J. Exp. Psychol. Hum. Percept. Perform. 44, 
1739–1759. doi: 10.1037/xhp0000567

Cunningham, J. P., Gilja, V., Ryu, S. I., and Shenoy, K. V. (2009). Methods for 
estimating neural firing rates, and their application to brain-machine interfaces. Neural 
Networks 22, 1235–1246. doi: 10.1016/j.neunet.2009.02.004

Cunningham, J. P., and Yu, B. M. (2014). Dimensionality reduction for large-scale 
neural recordings. Nat. Neurosci. 17, 1500–1509. doi: 10.1038/nn.3776

Czanner, G., Eden, U. T., Wirth, S., Yanike, M., Suzuki, W. A., and Brown, E. N. (2008). 
Analysis of between-trial and within-trial neural spiking dynamics. J. Neurophysiol. 99, 
2672–2693. doi: 10.1152/jn.00343.2007

Daley, D. J., and Vere-Jones, D. (2008). An introduction to the theory of point processes: 
Volume II: General theory and structure. New York: Springer.

de Haan, E. H. F., and Cowey, A. (2011). On the usefulness of “what” and “where” 
pathways in vision. Trends Cogn. Sci. 15, 460–466. doi: 10.1016/j.tics.2011.08.005

Desimone, R., Schein, S. J., Moran, J., and Ungerleider, L. G. (1985). Contour, color 
and shape analysis beyond the striate cortex. Vis. Res. 25, 441–452. doi: 
10.1016/0042-6989(85)90069-0

Deubel, H., and Schneider, W. X. (1996). Saccade target selection and object 
recognition: evidence for a common attentional mechanism. Vis. Res. 36, 1827–1837. 
doi: 10.1016/0042-6989(95)00294-4

Ding, L., and Hikosaka, O. (2006). Comparison of reward modulation in the frontal 
eye field and caudate of the macaque. J. Neurosci. 26, 6695–6703. doi: 10.1523/
JNEUROSCI.0836-06.2006

Eden, U. T., Frank, L. M., Barbieri, R., Solo, V., and Brown, E. N. (2004). Dynamic 
analysis of neural encoding by point process adaptive filtering. Neural Comput. 16, 
971–998. doi: 10.1162/089976604773135069

Edwards, G., VanRullen, R., and Cavanagh, P. (2018). Decoding trans-saccadic 
memory. J. Neurosci. 38, 1114–1123. doi: 10.1523/JNEUROSCI.0854-17.2017

Ergün, A., Barbieri, R., Eden, U. T., Wilson, M. A., and Brown, E. N. (2007). 
Construction of point process adaptive filter algorithms for neural systems using 
sequential Monte Carlo methods. I.E.E.E. Trans. Biomed. Eng. 54, 419–428. doi: 10.1109/
TBME.2006.888821

Escola, S., Fontanini, A., Katz, D., and Paninski, L. (2011). Hidden Markov models for 
the stimulus-response relationships of multistate neural systems. Neural Comput. 23, 
1071–1132. doi: 10.1162/NECO_a_00118

Everling, S., Tinsley, C. J., Gaffan, D., and Duncan, J. (2006). Selective representation 
of task-relevant objects and locations in the monkey prefrontal cortex. Eur. J. Neurosci. 
23, 2197–2214. doi: 10.1111/j.1460-9568.2006.04736.x

Felleman, D. J., and Van Essen, D. C. (1991). Distributed hierarchical processing in 
the primate cerebral cortex. Cerebral Cortex 1, 1–47. doi: 10.1093/cercor/1.1.1

Fitzgerald, J. D., Rowekamp, R. J., Sincich, L. C., and Sharpee, T. O. (2011). Second 
order dimensionality reduction using minimum and maximum mutual information 
models. PLoS Comput. Biol. 7:e1002249. doi: 10.1371/journal.pcbi.1002249

Fitzgerald, J. D., Sincich, L. C., and Sharpee, T. O. (2011). Minimal models of 
multidimensional computations. PLoS Comput. Biol. 7:e1001111. doi: 10.1371/journal.
pcbi.1001111

Frank, L. M., Eden, U. T., Solo, V., Wilson, M. A., and Brown, E. N. (2002). Contrasting 
patterns of receptive field plasticity in the hippocampus and the entorhinal cortex: an 
adaptive filtering approach. J. Neurosci. Off. J. Soc. Neurosci. 22, 3817–3830. doi: 10.1523/
JNEUROSCI.22-09-03817.2002

Friston, K., Adams, R. A., Perrinet, L., and Breakspear, M. (2012). Perceptions as 
hypotheses: saccades as experiments. Front. Psychol. 3:151. doi: 10.3389/
fpsyg.2012.00151

Fritz, J., Shamma, S., Elhilali, M., and Klein, D. (2003). Rapid task-related plasticity of 
spectrotemporal receptive fields in primary auditory cortex. Nat. Neurosci. 6, 1216–1223. 
doi: 10.1038/nn1141

Fuster, J. M. (1990). Inferotemporal units in selective visual attention and short-term 
memory. J. Neurophysiol. 64, 681–697. doi: 10.1152/jn.1990.64.3.681

Fuster, J. M., and Alexander, G. E. (1971). Neuron activity related to short-term 
memory. Science 173, 652–654. doi: 10.1126/science.173.3997.652

Gallego, J. A., Perich, M. G., Naufel, S. N., Ethier, C., Solla, S. A., and Miller, L. E. 
(2018). Cortical population activity within a preserved neural manifold underlies 
multiple motor behaviors. Nat. Commun. 9:4233. doi: 10.1038/s41467-018-06560-z

Gandolfo, F., Li, C. S. R., Benda, B. J., Schioppa, C. P., and Bizzi, E. (2000). Cortical 
correlates of learning in monkeys adapting to a new dynamical environment. Proc. Natl. 
Acad. Sci. U. S. A. 97, 2259–2263. doi: 10.1073/pnas.040567097

Gerwinn, S., Macke, J. H., and Bethge, M. (2010). Bayesian inference for generalized 
linear models for spiking neurons. Front. Comput. Neurosci. 4:12. doi: 10.3389/
fncom.2010.00012

Gilbert, C. D., and Li, W. (2013). Top-down influences on visual processing. Nat. Rev. 
Neurosci. 14, 350–363. doi: 10.1038/nrn3476

Golub, M. D., Yu, B. M., and Chase, S. M. (2015). Internal models for interpreting neural 
population activity during sensorimotor control. elife 4:e10015. doi: 10.7554/eLife.10015

Gottlieb, J. P., Kusunoki, M., and Goldberg, M. E. (1998). The representation of visual 
salience in monkey parietal cortex. Nature 391, 481–484. doi: 10.1038/35135

Gregoriou, G. G., Gotts, S. J., and Desimone, R. (2012). Cell-type-specific 
synchronization of neural activity in FEF with V4 during attention. Neuron 73, 581–594. 
doi: 10.1016/j.neuron.2011.12.019

Hamker, F. H., Zirnsak, M., Calow, D., and Lappe, M. (2008). The Peri-saccadic 
perception of objects and space. PLoS Comput. Biol. 4:e31. doi: 10.1371/journal.
pcbi.0040031

Hart, E., and Huk, A. C. (2020). Recurrent circuit dynamics underlie persistent 
activity in the macaque frontoparietal network. elife 9:e52460. doi: 10.7554/eLife.52460

Haxby, J. V., Grady, C. L., Horwitz, B., Ungerleider, L. G., Mishkin, M., Carson, R. E., 
et al. (1991). Dissociation of object and spatial visual processing pathways in human 
extrastriate cortex. Proc. Natl. Acad. Sci. 88, 1621–1625. doi: 10.1073/pnas.88.5.1621

Hegde, J. (2008). Time course of visual perception: coarse-to-fine processing and 
beyond. Prog. Neurobiol. 84, 405–439. doi: 10.1016/j.pneurobio.2007.09.001

Herrero, J. L., Roberts, M. J., Delicato, L. S., Gieselmann, M. A., Dayan, P., and 
Thiele, A. (2008). Acetylcholine contributes through muscarinic receptors to attentional 
modulation in V1. Nature 454, 1110–1114. doi: 10.1038/nature07141

Hoerl, A. E., and Kennard, R. W. (1970). Ridge regression: biased estimation for 
nonorthogonal problems. Technometrics 12, 55–67. doi: 10.1080/00401706.1970.10488634

Honda, H. (1989) Perceptual localization of visual stimuli flashed during saccades, 
perception & psychophysics 45, 162–174. doi: 10.3758/BF03208051

Humphries, M. D. (2021). Strong and weak principles of neural dimension reduction. 
Neur. Behav. Data Anal, Theory 5, 1–28. doi: 10.51628/001c.24619

Ikeda, T., and Hikosaka, O. (2003). Reward-dependent gain and bias of visual 
responses in primate superior colliculus. Neuron 39, 693–700. doi: 10.1016/
S0896-6273(03)00464-1

Irwin, D. E., and Robinson, M. M. (2015). Detection of stimulus displacements across 
saccades is capacity-limited and biased in favor of the saccade target. Front. Syst. 
Neurosci. 9:161. doi: 10.3389/fnsys.2015.00161

Jeffries, S. M., Kusunoki, M., Bisley, J. W., Cohen, I. S., and Goldberg, M. E. (2007). 
Rhesus monkeys mislocalize saccade targets flashed for 100ms around the time of a 
saccade. Vis. Res. 47, 1924–1934. doi: 10.1016/j.visres.2007.02.021

Jun, J. J., Steinmetz, N. A., Siegle, J. H., Denman, D. J., Bauza, M., Barbarits, B., et al. 
(2017). Fully integrated silicon probes for high-density recording of neural activity. 
Nature 551, 232–236. doi: 10.1038/nature24636

Kaiser, M., and Lappe, M. (2004). Perisaccadic Mislocalization orthogonal to saccade 
direction. Neuron 41, 293–300. doi: 10.1016/S0896-6273(03)00849-3

Kandel, E.R. (2013) Principles of neural science, fifth edition. McGraw-hill education 
(McGraw-Hill’s AccessMedicine). Available at: https://books.google.com/books?id= 
s64z-LdAIsEC.

https://doi.org/10.3389/fncom.2024.1273053
https://www.frontiersin.org
https://doi.org/10.1126/science.1077395
https://doi.org/10.1523/JNEUROSCI.2908-09.2009
https://doi.org/10.1007/BF00318010
https://doi.org/10.1017/S095252380000715X
https://doi.org/10.1038/nature06105
https://doi.org/10.1371/journal.pone.0016104
https://doi.org/10.1371/journal.pone.0016104
https://doi.org/10.1038/s41593-019-0533-x
https://doi.org/10.1038/363345a0
https://doi.org/10.1038/nature11129
https://doi.org/10.1016/j.neuron.2010.09.015
https://doi.org/10.1037/xhp0000567
https://doi.org/10.1016/j.neunet.2009.02.004
https://doi.org/10.1038/nn.3776
https://doi.org/10.1152/jn.00343.2007
https://doi.org/10.1016/j.tics.2011.08.005
https://doi.org/10.1016/0042-6989(85)90069-0
https://doi.org/10.1016/0042-6989(95)00294-4
https://doi.org/10.1523/JNEUROSCI.0836-06.2006
https://doi.org/10.1523/JNEUROSCI.0836-06.2006
https://doi.org/10.1162/089976604773135069
https://doi.org/10.1523/JNEUROSCI.0854-17.2017
https://doi.org/10.1109/TBME.2006.888821
https://doi.org/10.1109/TBME.2006.888821
https://doi.org/10.1162/NECO_a_00118
https://doi.org/10.1111/j.1460-9568.2006.04736.x
https://doi.org/10.1093/cercor/1.1.1
https://doi.org/10.1371/journal.pcbi.1002249
https://doi.org/10.1371/journal.pcbi.1001111
https://doi.org/10.1371/journal.pcbi.1001111
https://doi.org/10.1523/JNEUROSCI.22-09-03817.2002
https://doi.org/10.1523/JNEUROSCI.22-09-03817.2002
https://doi.org/10.3389/fpsyg.2012.00151
https://doi.org/10.3389/fpsyg.2012.00151
https://doi.org/10.1038/nn1141
https://doi.org/10.1152/jn.1990.64.3.681
https://doi.org/10.1126/science.173.3997.652
https://doi.org/10.1038/s41467-018-06560-z
https://doi.org/10.1073/pnas.040567097
https://doi.org/10.3389/fncom.2010.00012
https://doi.org/10.3389/fncom.2010.00012
https://doi.org/10.1038/nrn3476
https://doi.org/10.7554/eLife.10015
https://doi.org/10.1038/35135
https://doi.org/10.1016/j.neuron.2011.12.019
https://doi.org/10.1371/journal.pcbi.0040031
https://doi.org/10.1371/journal.pcbi.0040031
https://doi.org/10.7554/eLife.52460
https://doi.org/10.1073/pnas.88.5.1621
https://doi.org/10.1016/j.pneurobio.2007.09.001
https://doi.org/10.1038/nature07141
https://doi.org/10.1080/00401706.1970.10488634
https://doi.org/10.3758/BF03208051
https://doi.org/10.51628/001c.24619
https://doi.org/10.1016/S0896-6273(03)00464-1
https://doi.org/10.1016/S0896-6273(03)00464-1
https://doi.org/10.3389/fnsys.2015.00161
https://doi.org/10.1016/j.visres.2007.02.021
https://doi.org/10.1038/nature24636
https://doi.org/10.1016/S0896-6273(03)00849-3
https://books.google.com/books?id=s64z-LdAIsEC
https://books.google.com/books?id=s64z-LdAIsEC


Weng et al. 10.3389/fncom.2024.1273053

Frontiers in Computational Neuroscience 16 frontiersin.org

Kao, J. C., Nuyujukian, P., Ryu, S. I., and Shenoy, K. V. (2017). A high-performance 
neural prosthesis incorporating discrete state selection with hidden Markov models. 
I.E.E.E. Trans. Biomed. Eng. 64, 935–945. doi: 10.1109/TBME.2016.2582691

Kao, J. C., Stavisky, S. D., Sussillo, D., Nuyujukian, P., and Shenoy, K. V. (2014). 
Information systems opportunities in brain–machine Interface decoders. Proc. IEEE 
102, 666–682. doi: 10.1109/JPROC.2014.2307357

Kass, R. E., Kelly, R. C., and Loh, W.-L. (2011). Assessment of synchrony in multiple 
neural spike trains using loglinear point process models. Ann. Appl. Stat. 5, 1262–1292. 
doi: 10.1214/10-AOAS429

Kayser, C., Körding, K. P., and König, P. (2004). Processing of complex stimuli and 
natural scenes in the visual cortex. Curr. Opin. Neurobiol. 14, 468–473. doi: 10.1016/j.
conb.2004.06.002

Kayser, C., Wilson, C., Safaai, H., Sakata, S., and Panzeri, S. (2015). Rhythmic auditory 
cortex activity at multiple timescales shapes stimulus–response gain and background 
firing. J. Neurosci. 35, 7750–7762. doi: 10.1523/JNEUROSCI.0268-15.2015

Keat, J., Reinagel, P., Reid, R. C., and Meister, M. (2001). Predicting every spike: a 
model for the responses of visual neurons. Neuron 30, 803–817. doi: 10.1016/
S0896-6273(01)00322-1

Keeley, S. L., Zoltowski, D. M., Aoi, M. C., and Pillow, J. W. (2020). Modeling statistical 
dependencies in multi-region spike train data. Curr. Opin. Neurobiol. 65, 194–202. doi: 
10.1016/j.conb.2020.11.005

Keeley, S., Aoi, M., Yu, Y., Smith, S., and Pillow, J. W. (2020). Identifying signal and 
noise structure in neural population activity with Gaussian process factor models. Adv. 
Neural Inf. Proces. Syst. 33, 13795–13805.

Kelly, R. C., Smith, M. A., Kass, R. E., and Lee, T. S. (2010). Local field potentials 
indicate network state and account for neuronal response variability. J. Comput. 
Neurosci. 29, 567–579. doi: 10.1007/s10827-009-0208-9

Kemere, C., Santhanam, G., Yu, B. M., Afshar, A., Ryu, S. I., Meng, T. H., et al. (2008). 
Detecting neural-state transitions using hidden Markov models for motor cortical 
prostheses. J. Neurophysiol. 100, 2441–2452. doi: 10.1152/jn.00924.2007

Kennerley, S. W., and Wallis, J. D. (2009). Reward-dependent modulation of working 
memory in lateral prefrontal cortex. J. Neurosci. 29, 3259–3270. doi: 10.1523/
JNEUROSCI.5353-08.2009

Khacef, L., Abderrahmane, N., and Miramond, B. (2018) Confronting machine-
learning with neuroscience for neuromorphic architectures design. 2018 International 
Joint Conference on Neural Networks (IJCNN), 1–8. doi: 10.1109/IJCNN.2018.8489241

Kim, S., Putrino, D., Ghosh, S., and Brown, E. N. (2011). A granger causality measure 
for point process models of ensemble neural spiking activity. PLoS Comput. Biol. 
7:e1001110. doi: 10.1371/journal.pcbi.1001110

Kingma, D.P., and Welling, M. (2013). ‘Auto-encoding variational bayes’, arXiv preprint 
arXiv:1312.6114. doi: 10.48550/arXiv.1312.6114

Kok, P., Jehee, J. F. M., and de Lange, F. P. (2012). Less is more: expectation sharpens 
representations in the primary visual cortex. Neuron 75, 265–270. doi: 10.1016/j.
neuron.2012.04.034

Latimer, K. W., Rieke, F., and Pillow, J. W. (2019). Inferring synaptic inputs from spikes 
with a conductance-based neural encoding model. elife 8:e47012. doi: 10.7554/eLife.47012

Lawrence, B. M., and Snyder, L. H. (2009). The responses of visual neurons in the 
frontal eye field are biased for saccades. J. Neurosci. 29, 13815–13822. doi: 10.1523/
JNEUROSCI.2352-09.2009

Leon, M. I., and Shadlen, M. N. (1999). Effect of expected reward magnitude on the 
response of neurons in the dorsolateral prefrontal cortex of the macaque. Neuron 24, 
415–425.

Liu, Y., Yttri, E. A., and Snyder, L. H. (2010). Intention and attention: different 
functional roles for LIPd and LIPv. Nat. Neurosci. 13, 495–500. doi: 10.1038/nn.2496

Ma, W. J., Beck, J. M., Latham, P. E., and Pouget, A. (2006). Bayesian inference with 
probabilistic population codes. Nat. Neurosci. 9, 1432–1438. doi: 10.1038/nn1790

Maass, W. (1997). Networks of spiking neurons: the third generation of neural 
network models. Neural Netw. 10, 1659–1671. doi: 10.1016/S0893-6080(97)00011-7

Mante, V., Sussillo, D., Shenoy, K. V., and Newsome, W. T. (2013). Context-dependent 
computation by recurrent dynamics in prefrontal cortex. Nature 503, 78–84. doi: 
10.1038/nature12742

Marino, A. C., and Mazer, J. A. (2016). Perisaccadic Updating of Visual Representations 
and Attentional States: Linking Behavior and Neurophysiology. Frontiers in Systems 
Neuroscience, 10:3. doi: 10.3389/fnsys.2016.00003

Markov, N. T., Ercsey-Ravasz, M. M., Ribeiro Gomes, A. R., Lamy, C., Magrou, L., 
Vezoli, J., et al. (2014a). A weighted and directed Interareal connectivity matrix for 
macaque cerebral cortex. Cereb. Cortex 24, 17–36. doi: 10.1093/cercor/bhs270

Markov, N. T., Vezoli, J., Chameau, P., Falchier, A., Quilodran, R., Huissoud, C., et al. 
(2014b). Anatomy of hierarchy: feedforward and feedback pathways in macaque visual 
cortex. J. Comp. Neurol. 522, 225–259. doi: 10.1002/cne.23458

Mazor, O., and Laurent, G. (2005). Transient dynamics versus fixed points in odor 
representations by locust antennal lobe projection neurons. Neuron 48, 661–673. doi: 
10.1016/j.neuron.2005.09.032

McCullagh, P., and Nelder, J. A. (1989). Generalized Linear Models. (Vol. 37). CRC Press.

McFarland, J. M., Cui, Y., and Butts, D. A. (2013). Inferring nonlinear neuronal 
computation based on physiologically plausible inputs. PLoS Comput. Biol. 9:e1003143. 
doi: 10.1371/journal.pcbi.1003143

McInnes, L., Healy, J., Saul, N., and Großberger, L. (2018). UMAP: uniform 
manifold approximation and projection. J. Open Source Software 3:861. doi: 10.21105/
joss.00861

McIntosh, L. T., Maheswaranathan, N., Nayebi, A., Ganguli, S., and Baccus, S. A. 
(2016). Deep learning models of the retinal response to natural scenes. Adv. Neural Inf. 
Proces. Syst. 29, 1369–1377.

Mehta, M. R., Barnes, C. A., and McNaughton, B. L. (1997). Experience-dependent, 
asymmetric expansion of hippocampal place fields. Proc. Natl. Acad. Sci. U. S. A. 94, 
8918–8921. doi: 10.1073/pnas.94.16.8918

Merrikhi, Y., Clark, K., Albarran, E., Parsa, M., Zirnsak, M., Moore, T., et al. (2017). 
Spatial working memory alters the efficacy of input to visual cortex. Nat. Commun. 
8:15041. doi: 10.1038/ncomms15041

Meyer, A. F., Diepenbrock, J. P., Ohl, F. W., and AnemÃ¼ller, J. Ã.¶. (2014). Temporal 
variability of spectro-temporal receptive fields in the anesthetized auditory cortex. Front. 
Comput. Neurosci. 8:165. doi: 10.3389/fncom.2014.00165

Meyer, A. F., Williamson, R. S., Linden, J. F., and Sahani, M. (2016). Models of 
neuronal stimulus-response functions: elaboration, estimation, and evaluation. Front. 
Syst. Neurosci. 10, 1–25. doi: 10.3389/fnsys.2016.00109

Michels, L., and Lappe, M. (2004). Contrast dependency of sacadic compression and 
suppression. Vis. Res. 44, 2327–2336. doi: 10.1016/j.visres.2004.05.008

Mishkin, M., Ungerleider, L. G., and Macko, K. A. (1983). Object vision and spatial 
vision: two cortical pathways. Trends Neurosci. 6, 414–417. doi: 10.1016/ 
0166-2236(83)90190-X

Mitchell, J. F., Sundberg, K. A., and Reynolds, J. H. (2007). Differential attention-
dependent response modulation across cell classes in macaque visual area V4. Neuron 
55, 131–141. doi: 10.1016/j.neuron.2007.06.018

Moore, B. J., Berger, T., and Song, D. (2020). ‘Validation of a convolutional neural 
network model for spike transformation using a generalized linear model’, in 2020 42nd 
annual international conference of the IEEE engineering in Medicine & Biology Society 
(EMBC). IEEE, pp. 3236–3239. doi: 10.1109/EMBC44109.2020.9176458

Moore, T., and Chang, M. H. (2009). Presaccadic discrimination of receptive field 
stimuli by area V4 neurons. Vis. Res. 49, 1227–1232. doi: 10.1016/j.visres.2008.03.018

Muhammad, R., Wallis, J. D., and Miller, E. K. (2006). A comparison of abstract rules 
in the prefrontal cortex, premotor cortex, inferior temporal cortex, and striatum. J. Cogn. 
Neurosci. 18, 974–989. doi: 10.1162/jocn.2006.18.6.974

Mukherjee, S., and Babadi, B. (2021). Dynamic analysis of higher-order coordination 
in neuronal assemblies via De-Sparsified orthogonal matching pursuit. Adv. Neural Inf. 
Proces. Syst. 34, 4120–4133.

Nakamura, K., and Colby, C. L. (2002). Updating of the visual representation in 
monkey striate and extrastriate cortex during saccades. Proc. Natl. Acad. Sci. 99, 
4026–4031. doi: 10.1073/pnas.052379899

Neupane, S., Guitton, D., and Pack, C. C. (2016). Two distinct types of remapping in 
primate cortical area V4. Nat. Commun. 7:10402. doi: 10.1038/ncomms10402

Neupane, S., Guitton, D., and Pack, C. C. (2020). Perisaccadic remapping: what? How? 
Why? Reviews Neurosci. 31, 505–520. doi: 10.1515/revneuro-2019-0097

Newcombe, F., and Russell, W. R. (1969). Dissociated visual perceptual and spatial 
deficits in focal lesions of the right hemisphere. J. Neurol. Neurosurg. Psychiatry 32, 
73–81. doi: 10.1136/jnnp.32.2.73

Niknam, K., Akbarian, A., Clark, K., Zamani, Y., Noudoost, B., and Nategh, N. (2019). 
Characterizing and dissociating multiple timevarying modulatory computations influencing 
neuronal activity. PLoS Comput. Biol. 15:e1007275. doi: 10.1371/journal.pcbi.1007275

Niknam, K., Akbarian, A., Noudoost, B., and Nategh, N.  (2017a) ‘A computational 
model for characterizing visual information using both spikes and local Field potentials’, 
in 2017 8th international IEEE/EMBS conference on neural engineering (NER). IEEE, 
pp. 656–659.  doi: 10.1109/NER.2017.8008436

Niknam, K., Akbarian, A., Noudoost, B., and Nategh, N. (2017b) ‘Model-based 
decoding of time-varying visual information during saccadic eye movements using 
population-level information’, in 2017 51st Asilomar conference on signals, systems, and 
computers. IEEE, pp. 1491–1495. doi: 10.1109/ACSSC.2017.8335604

Niknam, K., Akbarian, A., Noudoost, B., and Nategh, N. (2018) ‘Characterizing 
unobserved factors driving local field potential dynamics underlying a time-varying 
spike generation’, in 2018 IEEE global conference on signal and information processing 
(GlobalSIP). IEEE, pp. 464–468. doi: 10.1109/GlobalSIP.2018.8646420

Nishimoto, S., and Gallant, J. L. (2011). A three-dimensional spatiotemporal receptive 
field model explains responses of area MT neurons to naturalistic movies. J. Neurosci. 
31, 14551–14564. doi: 10.1523/JNEUROSCI.6801-10.2011

Noudoost, B., Chang, M. H., Steinmetz, N. A., and Moore, T. (2010). Top-down 
control of visual attention. Curr. Opin. Neurobiol. 20, 183–190. doi: 10.1016/j.
conb.2010.02.003

Noudoost, B., Nategh, N., Clark, K., and Esteky, H. (2017). Stimulus context alters 
neural representations of faces in inferotemporal cortex. J. Neurophysiol. 117, 336–347. 
doi: 10.1152/jn.00667.2016

https://doi.org/10.3389/fncom.2024.1273053
https://www.frontiersin.org
https://doi.org/10.1109/TBME.2016.2582691
https://doi.org/10.1109/JPROC.2014.2307357
https://doi.org/10.1214/10-AOAS429
https://doi.org/10.1016/j.conb.2004.06.002
https://doi.org/10.1016/j.conb.2004.06.002
https://doi.org/10.1523/JNEUROSCI.0268-15.2015
https://doi.org/10.1016/S0896-6273(01)00322-1
https://doi.org/10.1016/S0896-6273(01)00322-1
https://doi.org/10.1016/j.conb.2020.11.005
https://doi.org/10.1007/s10827-009-0208-9
https://doi.org/10.1152/jn.00924.2007
https://doi.org/10.1523/JNEUROSCI.5353-08.2009
https://doi.org/10.1523/JNEUROSCI.5353-08.2009
https://doi.org/10.1109/IJCNN.2018.8489241
https://doi.org/10.1371/journal.pcbi.1001110
https://doi.org/10.48550/arXiv.1312.6114
https://doi.org/10.1016/j.neuron.2012.04.034
https://doi.org/10.1016/j.neuron.2012.04.034
https://doi.org/10.7554/eLife.47012
https://doi.org/10.1523/JNEUROSCI.2352-09.2009
https://doi.org/10.1523/JNEUROSCI.2352-09.2009
https://doi.org/10.1038/nn.2496
https://doi.org/10.1038/nn1790
https://doi.org/10.1016/S0893-6080(97)00011-7
https://doi.org/10.1038/nature12742
https://doi.org/10.3389/fnsys.2016.00003
https://doi.org/10.1093/cercor/bhs270
https://doi.org/10.1002/cne.23458
https://doi.org/10.1016/j.neuron.2005.09.032
https://doi.org/10.1371/journal.pcbi.1003143
https://doi.org/10.21105/joss.00861
https://doi.org/10.21105/joss.00861
https://doi.org/10.1073/pnas.94.16.8918
https://doi.org/10.1038/ncomms15041
https://doi.org/10.3389/fncom.2014.00165
https://doi.org/10.3389/fnsys.2016.00109
https://doi.org/10.1016/j.visres.2004.05.008
https://doi.org/10.1016/0166-2236(83)90190-X
https://doi.org/10.1016/0166-2236(83)90190-X
https://doi.org/10.1016/j.neuron.2007.06.018
https://doi.org/10.1109/EMBC44109.2020.9176458
https://doi.org/10.1016/j.visres.2008.03.018
https://doi.org/10.1162/jocn.2006.18.6.974
https://doi.org/10.1073/pnas.052379899
https://doi.org/10.1038/ncomms10402
https://doi.org/10.1515/revneuro-2019-0097
https://doi.org/10.1136/jnnp.32.2.73
https://doi.org/10.1371/journal.pcbi.1007275
https://doi.org/10.1109/NER.2017.8008436
https://doi.org/10.1109/ACSSC.2017.8335604
https://doi.org/10.1109/GlobalSIP.2018.8646420
https://doi.org/10.1523/JNEUROSCI.6801-10.2011
https://doi.org/10.1016/j.conb.2010.02.003
https://doi.org/10.1016/j.conb.2010.02.003
https://doi.org/10.1152/jn.00667.2016


Weng et al. 10.3389/fncom.2024.1273053

Frontiers in Computational Neuroscience 17 frontiersin.org

Nuyujukian, P., Kao, J. C., Ryu, S. I., and Shenoy, K. V. (2017). A non-human primate 
brain-computer typing Interface. Proc. IEEE 105, 66–72. doi: 10.1109/
JPROC.2016.2586967

Pandarinath, C., O’Shea, D. J., Collins, J., Jozefowicz, R., Stavisky, S. D., Kao, J. C., et al. 
(2018). Inferring single-trial neural population dynamics using sequential auto-
encoders. Nat. Methods 15, 805–815. doi: 10.1038/s41592-018-0109-9

Pang, R., Lansdell, B. J., and Fairhall, A. L. (2016). Dimensionality reduction in 
neuroscience. Curr. Biol. 26, R656–R660. doi: 10.1016/J.CUB.2016.05.029

Paninski, L. (2003a). Convergence properties of three spike-triggered analysis 
techniques. Network 14, 437–464. doi: 10.1088/0954-898X_14_3_304

Paninski, L. (2003b). Estimation of entropy and mutual information. Neural Comput. 
15, 1191–1253. doi: 10.1162/089976603321780272

Paninski, L. (2004). Maximum likelihood estimation of cascade point-process neural 
encoding models. Netw. Comput. Neural Syst. 15:243. doi: 10.1088/0954-898X_15_4_002

Paninski, L., Ahmadian, Y., Ferreira, D. G., Koyama, S., Rahnama Rad, K., Vidne, M., 
et al. (2010). A new look at state-space models for neural data. J. Comput. Neurosci. 29, 
107–126. doi: 10.1007/s10827-009-0179-x

Paninski, L., Pillow, J., and Lewi, J. (2007). Statistical models for neural encoding, 
decoding, and optimal stimulus design. Prog. Brain Res. 165, 493–507. doi: 10.1016/
S0079-6123(06)65031-0

Park, I. M., Meister, M. L. R., Huk, A. C., and Pillow, J. W. (2014). Encoding and 
decoding in parietal cortex during sensorimotor decision-making. Nat. Neurosci. 17, 
1395–1403. doi: 10.1038/nn.3800

Park, I. M., Archer, E. W., Priebe, N., and Pillow, J. W. (2013). Spectral methods for 
neural characterization using generalized quadratic models. Adv. Neural Inf. Proces. Syst. 
26.

Perich, M. G., Gallego, J. A., and Miller, L. E. (2018). A neural population mechanism 
for rapid learning. Neuron 100, 964–976.e7. doi: 10.1016/j.neuron.2018.09.030

Perich, M. G., and Miller, L. E. (2017). Altered tuning in primary motor cortex does 
not account for behavioral adaptation during force field learning. Exp. Brain Res. 235, 
2689–2704. doi: 10.1007/s00221-017-4997-1

Pillow, J. W., Ahmadian, Y., and Paninski, L. (2011). Model-based decoding, 
information estimation, and change-point detection techniques for multineuron spike 
trains. Neural Comput. 23, 1–45. doi: 10.1162/NECO_a_00058

Pillow, J. W., Paninski, L., Uzzell, V. J., Simoncelli, E. P., and Chichilnisky, E. J. (2005). 
Prediction and decoding of retinal ganglion cell responses with a probabilistic spiking 
model. J. Neurosci. 25, 11003–11013. doi: 10.1523/JNEUROSCI.3305-05.2005

Pillow, J. W., Shlens, J., Paninski, L., Sher, A., Litke, A. M., Chichilnisky, E. J., et al. 
(2008). Spatio-temporal correlations and visual signalling in a complete neuronal 
population. Nature 454, 995–999. doi: 10.1038/nature07140

Pillow, J. W., and Simoncelli, E. P. (2006). Dimensionality reduction in neural models: 
an information-theoretic generalization of spike-triggered average and covariance 
analysis. J. Vis. 6, 414–428. doi: 10.1167/6.4.9

Pozzorini, C., Naud, R., Mensi, S., and Gerstner, W. (2013). Temporal whitening by 
power-law adaptation in neocortical neurons. Nat. Neurosci. 16, 942–948. doi: 10.1038/
nn.3431

Puri, A. M., Wojciulik, E., and Ranganath, C. (2009). Category expectation modulates 
baseline and stimulus-evoked activity in human inferotemporal cortex. Brain Res. 1301, 
89–99. doi: 10.1016/j.brainres.2009.08.085

Rabinowitz, N. C., Willmore, B. D. B., Schnupp, J. W. H., and King, A. J. (2011). 
Contrast gain control in auditory cortex. Neuron 70, 1178–1191. doi: 10.1016/j.
neuron.2011.04.030

Richards, B. A., Lillicrap, T. P., Beaudoin, P., Bengio, Y., Bogacz, R., Christensen, A., 
et al. (2019). A deep learning framework for neuroscience. Nat. Neurosci. 22, 1761–1770. 
doi: 10.1038/s41593-019-0520-2

Rikhye, R. V., Gilra, A., and Halassa, M. M. (2018). Thalamic regulation of switching 
between cortical representations enables cognitive flexibility. Nat. Neurosci. 21, 
1753–1763. doi: 10.1038/s41593-018-0269-z

Rolfs, M., and Carrasco, M. (2012). Rapid simultaneous enhancement of visual 
sensitivity and perceived contrast during saccade preparation. J. Neurosci. 32, 13744–
13752a. doi: 10.1523/JNEUROSCI.2676-12.2012

Ross, J., Morrone, M. C., and Burr, D. C. (1997). Compression of visual space before 
saccades. Nature 386, 598–601. doi: 10.1038/386598a0

Roudi, Y., Dunn, B., and Hertz, J. (2015). Multi-neuronal activity and functional 
connectivity in cell assemblies. Curr. Opin. Neurobiol. 32, 38–44. doi: 10.1016/j.
conb.2014.10.011

Rust, N. C., Schwartz, O., Movshon, J. A., and Simoncelli, E. P. (2005). Spatiotemporal 
elements of macaque V1 receptive fields. Neuron 46, 945–956. doi: 10.1016/j.
neuron.2005.05.021

Saleem, A. B., Ayaz, A., Jeffery, K. J., Harris, K. D., and Carandini, M. (2013). 
Integration of visual motion and locomotion in mouse visual cortex. Nat. Neurosci. 16, 
1864–1869. doi: 10.1038/nn.3567

Salinas, E., and Abbott, L. F. (1994). Vector reconstruction from firing rates. J. Comput. 
Neurosci. 1, 89–107. doi: 10.1007/BF00962720

Sani, O. G., Abbaspourazad, H., Wong, Y. T., Pesaran, B., and Shanechi, M. M. (2021). 
Modeling behaviorally relevant neural dynamics enabled by preferential subspace 
identification. Nat. Neurosci. 24, 140–149. doi: 10.1038/s41593-020-00733-0

Sani, O. G., Yang, Y., Lee, M. B., Dawes, H. E., Chang, E. F., and Shanechi, M. M. 
(2018). Mood variations decoded from multi-site intracranial human brain activity. Nat. 
Biotechnol. 36, 954–961. doi: 10.1038/nbt.4200

Schinkel-Bielefeld, N., David, S. V., Shamma, S. A., and Butts, D. A. (2012). Inferring 
the role of inhibition in auditory processing of complex natural stimuli. J. Neurophysiol. 
107, 3296–3307. doi: 10.1152/jn.01173.2011

Schlag, J., and Schlag-Rey, M. (2002). Through the eye, slowly; Delays and localization 
errors in the visual system. Nature Reviews Neuroscience, 3, 191–200. doi: 10.1038/
nrn750

Schneider, S., Lee, J. H., and Mathis, M. W. (2023). Learnable latent embeddings for 
joint behavioural and neural analysis. Nature 617, 360–368. doi: 10.1038/
s41586-023-06031-6

Semedo, J. D., Jasper, A. I., Zandvakili, A., Krishna, A., Aschner, A., Machens, C. K., 
et al. (2022). Feedforward and feedback interactions between visual cortical areas use 
different population activity patterns. Nat. Commun. 13:1099. doi: 10.1038/
s41467-022-28552-w

Semedo, J. D., Zandvakili, A., Machens, C. K., Yu, B. M., and Kohn, A. (2019). Cortical 
areas interact through a communication subspace. Neuron 102, 249–259.e4. doi: 
10.1016/j.neuron.2019.01.026

Sereno, A. B., Lehky, S. R., and Sereno, M. E. (2020). Representation of shape, space, 
and attention in monkey cortex. Cortex 122, 40–60. doi: 10.1016/j.cortex.2019.06.005

Seung, H. S., and Sompolinsky, H. (1993). Simple models for reading neuronal 
population codes. Proc. Natl. Acad. Sci. U. S. A. 90, 10749–10753. doi: 10.1073/
pnas.90.22.10749

Shanechi, M. M. (2019). Brain-machine interfaces from motor to mood. Nat. Neurosci. 
22, 1554–1564. doi: 10.1038/s41593-019-0488-y

Sharpee, T., Rust, N. C., and Bialek, W. (2004). Analyzing neural responses to natural 
signals: maximally informative dimensions. Neural Comput. 16, 223–250. doi: 
10.1162/089976604322742010

Sharpee, T. O., Sugihara, H., Kurgansky, A. V., Rebrik, S. P., Stryker, M. P., and 
Miller, K. D. (2006). Adaptive filtering enhances information transmission in visual 
cortex. Nature 439, 936–942. doi: 10.1038/nature04519

Sheikhattar, A., Fritz, J. B., Shamma, S. A., and Babadi, B. (2016). Recursive sparse 
point process regression with application to spectrotemporal receptive field plasticity 
analysis. IEEE Trans. Signal Process. 64, 2026–2039. doi: 10.1109/TSP.2015.2512560

Sheikhattar, A., Miran, S., Liu, J., Fritz, J. B., Shamma, S. A., Kanold, P. O., et al. (2018). 
Extracting neuronal functional network dynamics via adaptive granger causality 
analysis. Proc. Natl. Acad. Sci. 115, E3869–E3878. doi: 10.1073/pnas.1718154115

Shenoy, K. V., Sahani, M., and Churchland, M. M. (2013). Cortical control of arm 
movements: a dynamical systems perspective. Annu. Rev. Neurosci. 36, 337–359. doi: 
10.1146/annurev-neuro-062111-150509

Shimazaki, H., Amari, S. I., Brown, E. N., and Grün, S. (2012). State-space analysis of 
time-varying higher-order spike correlation for multiple neural spike train data. PLoS 
Comput. Biol. 8:e1002385. doi: 10.1371/journal.pcbi.1002385

Shlens, J., Field, G. D., Gauthier, J. L., Grivich, M. I., Petrusca, D., Sher, A., et al. (2006). 
The structure of multi-neuron firing patterns in primate retina. J. Neurosci. 26, 
8254–8266. doi: 10.1523/JNEUROSCI.1282-06.2006

Simoncelli, E., Paninski, J., Pillow, J., and Schwartz, O. (2004). Characterization of 
neural responses with stochastic stimuli. Cogn. Neurosci. 3, 327–338.

Sommer, M. A., and Wurtz, R. H. (2006). Influence of the thalamus on spatial visual 
processing in frontal cortex. Nature 444, 374–377. doi: 10.1038/nature05279

Stanley, G. B. (2002). Adaptive spatiotemporal receptive field estimation in the visual 
pathway. Neural Comput. 14, 2925–2946. doi: 10.1162/089976602760805340

Stevenson, I., and Koerding, K. (2011). “Inferring spike-timing-dependent plasticity 
from spike train data” in Advances in neural information processing systems. eds. J. 
Shawe-Tayloret al. (Curran Associates, Inc.) https://proceedings.neurips.cc/paper_files/
paper/2011/file/602d1305678a8d5fdb372271e980da6a-Paper.pdf.

Stevenson, I. H., Rebesco, J. M., Hatsopoulos, N. G., Haga, Z., Miller, L. E., and 
Kording, K. P. (2009). Bayesian inference of functional connectivity and network 
structure from spikes. IEEE Trans. Neural Syst. Rehabil. Eng. 17, 203–213. doi: 10.1109/
TNSRE.2008.2010471

Talebi, V., and Baker, C. L. (2012). Natural versus synthetic stimuli for estimating 
receptive field models: a comparison of predictive robustness. J. Neurosci. 32, 1560–1576. 
doi: 10.1523/JNEUROSCI.4661-12.2012

Tang, A., Jackson, D., Hobbs, J., Chen, W., Smith, J. L., Patel, H., et al. (2008). A 
maximum entropy model applied to spatial and temporal correlations from cortical 
NetworksIn vitro. J. Neurosci. 28, 505–518. doi: 10.1523/JNEUROSCI.3359-07.2008

Thompson, K. G., and Bichot, N. P. (2005). A visual salience map in the primate 
frontal eye field. Prog. Brain Res. 147, 249–262. doi: 10.1016/S0079-6123(04)47019-8

Tibshirani, R. (1996). Regression shrinkage and selection via the lasso. J. Royal 
Statistical Society Series B 58, 267–288.

https://doi.org/10.3389/fncom.2024.1273053
https://www.frontiersin.org
https://doi.org/10.1109/JPROC.2016.2586967
https://doi.org/10.1109/JPROC.2016.2586967
https://doi.org/10.1038/s41592-018-0109-9
https://doi.org/10.1016/J.CUB.2016.05.029
https://doi.org/10.1088/0954-898X_14_3_304
https://doi.org/10.1162/089976603321780272
https://doi.org/10.1088/0954-898X_15_4_002
https://doi.org/10.1007/s10827-009-0179-x
https://doi.org/10.1016/S0079-6123(06)65031-0
https://doi.org/10.1016/S0079-6123(06)65031-0
https://doi.org/10.1038/nn.3800
https://doi.org/10.1016/j.neuron.2018.09.030
https://doi.org/10.1007/s00221-017-4997-1
https://doi.org/10.1162/NECO_a_00058
https://doi.org/10.1523/JNEUROSCI.3305-05.2005
https://doi.org/10.1038/nature07140
https://doi.org/10.1167/6.4.9
https://doi.org/10.1038/nn.3431
https://doi.org/10.1038/nn.3431
https://doi.org/10.1016/j.brainres.2009.08.085
https://doi.org/10.1016/j.neuron.2011.04.030
https://doi.org/10.1016/j.neuron.2011.04.030
https://doi.org/10.1038/s41593-019-0520-2
https://doi.org/10.1038/s41593-018-0269-z
https://doi.org/10.1523/JNEUROSCI.2676-12.2012
https://doi.org/10.1038/386598a0
https://doi.org/10.1016/j.conb.2014.10.011
https://doi.org/10.1016/j.conb.2014.10.011
https://doi.org/10.1016/j.neuron.2005.05.021
https://doi.org/10.1016/j.neuron.2005.05.021
https://doi.org/10.1038/nn.3567
https://doi.org/10.1007/BF00962720
https://doi.org/10.1038/s41593-020-00733-0
https://doi.org/10.1038/nbt.4200
https://doi.org/10.1152/jn.01173.2011
https://doi.org/10.1038/nrn750
https://doi.org/10.1038/nrn750
https://doi.org/10.1038/s41586-023-06031-6
https://doi.org/10.1038/s41586-023-06031-6
https://doi.org/10.1038/s41467-022-28552-w
https://doi.org/10.1038/s41467-022-28552-w
https://doi.org/10.1016/j.neuron.2019.01.026
https://doi.org/10.1016/j.cortex.2019.06.005
https://doi.org/10.1073/pnas.90.22.10749
https://doi.org/10.1073/pnas.90.22.10749
https://doi.org/10.1038/s41593-019-0488-y
https://doi.org/10.1162/089976604322742010
https://doi.org/10.1038/nature04519
https://doi.org/10.1109/TSP.2015.2512560
https://doi.org/10.1073/pnas.1718154115
https://doi.org/10.1146/annurev-neuro-062111-150509
https://doi.org/10.1371/journal.pcbi.1002385
https://doi.org/10.1523/JNEUROSCI.1282-06.2006
https://doi.org/10.1038/nature05279
https://doi.org/10.1162/089976602760805340
https://proceedings.neurips.cc/paper_files/paper/2011/file/602d1305678a8d5fdb372271e980da6a-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2011/file/602d1305678a8d5fdb372271e980da6a-Paper.pdf
https://doi.org/10.1109/TNSRE.2008.2010471
https://doi.org/10.1109/TNSRE.2008.2010471
https://doi.org/10.1523/JNEUROSCI.4661-12.2012
https://doi.org/10.1523/JNEUROSCI.3359-07.2008
https://doi.org/10.1016/S0079-6123(04)47019-8


Weng et al. 10.3389/fncom.2024.1273053

Frontiers in Computational Neuroscience 18 frontiersin.org

Treue, S., and Maunsell, J. H. R. (1996). Attentional modulation of visual motion 
processing in cortical areas MT and MST. Nature 382, 539–541.

Truccolo, W. (2016). From point process observations to collective neural dynamics: 
nonlinear Hawkes process GLMs, low-dimensional dynamics and coarse graining. J. 
Physiol. 110, 336–347. doi: 10.1016/j.jphysparis.2017.02.004

Truccolo, W., Eden, U. T., Fellows, M. R., Donoghue, J. P., and Brown, E. N. (2005). A 
point process framework for relating neural spiking activity to spiking history, neural 
ensemble, and extrinsic covariate effects. J. Neurophysiol. 93, 1074–1089. doi: 10.1152/
jn.00697.2004

Truccolo, W., Hochberg, L. R., and Donoghue, J. P. (2010). Collective dynamics in 
human and monkey sensorimotor cortex: predicting single neuron spikes. Nat. Neurosci. 
13, 105–111. doi: 10.1038/nn.2455

Valente, M., Pica, G., Bondanelli, G., Moroni, M., Runyan, C. A., Morcos, A. S., et al. 
(2021). Correlations enhance the behavioral readout of neural population activity  
in association cortex. Nat. Neurosci. 24, 975–986. doi: 10.1038/s41593-021- 
00845-1

Van Der Maaten, L., Postma, E. O., and van den Herik, H. J. (2009). Dimensionality 
reduction: a comparative review. J. Mach. Learn. Res. 10:13.

Vidne, M., Ahmadian, Y., Shlens, J., Pillow, J. W., Kulkarni, J., Litke, A. M., et al. (2012). 
Modeling the impact of common noise inputs on the network activity of retinal ganglion 
cells. J. Comput. Neurosci. 33, 97–121. doi: 10.1007/s10827-011-0376-2

Wallis, J. D. (2018). Decoding cognitive processes from neural ensembles. Trends 
Cogn. Sci. 22, 1091–1102. doi: 10.1016/j.tics.2018.09.002

Wallis, J. D., Anderson, K. C., and Miller, E. K. (2001). Single neurons in prefrontal 
cortex encode abstract rules. Nature 411, 953–956. doi: 10.1038/35082081

Warland, D. K., Reinagel, P., and Meister, M. (1997). Decoding visual information 
from a population of retinal ganglion cells. J. Neurophysiol. 78, 2336–2350. doi: 10.1152/
jn.1997.78.5.2336

Weber, A. I., and Pillow, J. W. (2017). Capturing the dynamical repertoire of single 
neurons with generalized linear models. Neural Comput. 29, 3260–3289. doi: 10.1162/
NECO_a_01021

Weinberger, N. M. (1993). Learning-induced changes of auditory receptive fields. 
Curr. Opin. Neurobiol. 3, 570–577. doi: 10.1016/0959-4388(93)90058-7

Weng, G., Akbarian, A., Clark, K., Noudoost, B., and Nategh, N. (2023). Neural 
correlates of perisaccadic visual mislocalization in extrastriate cortex. bioRxiv:5871. doi: 
10.1101/2023.11.06.565871

Weng, G., Akbarian, A., Noudoost, B., and Nategh, N. (2022). Modeling the 
relationship between Perisaccadic neural responses and location information.  2022 56th 
Asilomar conference on signals, Systems, and Computers, 451–454. doi: 10.1109/
IEEECONF56349.2022.10051903

Willett, F. R., Avansino, D. T., Hochberg, L. R., Henderson, J. M., and Shenoy, K. V. 
(2021). High-performance brain-to-text communication via handwriting. Nature 593, 
249–254. doi: 10.1038/s41586-021-03506-2

Williamson, R. S., Ahrens, M. B., Linden, J. F., and Sahani, M. (2016). Input-specific 
gain modulation by local sensory context shapes cortical and thalamic responses to 
complex sounds. Neuron 91, 467–481. doi: 10.1016/j.neuron.2016.05.041

Willmore, B. D. B., Schoppe, O., King, A. J., Schnupp, J. W. H., and Harper, N. S. (2016). 
Incorporating midbrain adaptation to mean sound level improves models of auditory 
cortical processing. J. Neurosci. 36, 280–289. doi: 10.1523/JNEUROSCI.2441-15.2016

Womelsdorf, T., Anton-Erxleben, K., Pieper, F., and Treue, S. (2006). Dynamic shifts 
of visual receptive fields in cortical area MT by spatial attention. Nat. Neurosci. 9, 
1156–1160. doi: 10.1038/nn1748

Wu, W., Kulkarni, J. E., Hatsopoulos, N. G., and Paninski, L. (2009). Neural decoding 
of hand motion using a linear state-space model with hidden states. IEEE Trans. Neural 
Syst. Rehabil. Eng. 17, 370–378. doi: 10.1109/TNSRE.2009.2023307

Wurtz, R. H. (2018). Corollary discharge contributions to perceptual continuity across 
saccades. Ann. Rev. Vision Sci. 4, 215–237. doi: 10.1146/annurev-vision-102016-061207

Yamins, D. L. K., and DiCarlo, J. J. (2016). Using goal-driven deep learning models to 
understand sensory cortex. Nat. Neurosci. 19, 356–365. doi: 10.1038/nn.4244

Yamins, D. L. K., Hong, H., Cadieu, C. F., Solomon, E. A., Seibert, D., and DiCarlo, J. J. 
(2014). Performance-optimized hierarchical models predict neural responses in higher visual 
cortex. Proc. Natl. Acad. Sci. U. S. A. 111, 8619–8624. doi: 10.1073/pnas.1403112111

Yates, J. L., Katz, L. N., Levi, A. J., Pillow, J. W., and Huk, A. C. (2020). A simple linear 
readout of MT supports motion direction-discrimination performance. J. Neurophysiol. 
123, 682–694. doi: 10.1152/jn.00117.2019

Yates, J. L., Park, I. M., Katz, L. N., Pillow, J. W., and Huk, A. C. (2017). Functional 
dissection of signal and noise in MT and LIP during decision-making. Nat. Neurosci. 
20, 1285–1292. doi: 10.1038/nn.4611

Zachariou, V., Klatzky, R., and Behrmann, M. (2014). Ventral and dorsal visual stream 
contributions to the perception of object shape and object location. J. Cogn. Neurosci. 
26, 189–209. doi: 10.1162/jocn_a_00475

Zanos, T. P., Mineault, P. J., Guitton, D., and Pack, C. C. (2016). Mechanisms of 
saccadic suppression in primate cortical area V4. J. Neurosci. 36, 9227–9239. doi: 
10.1523/JNEUROSCI.1015-16.2016

Zhou, D., and Wei, X.-X. (2020). “Learning identifiable and interpretable latent models 
of high-dimensional neural activity using pi-VAE” in Advances in neural information 
processing systems. eds. H. Larochelle, M. Ranzato, R. Hadsell, M. F. Balcan and H. Lin 
(Curran Associates, Inc.), 7234–7247.

Zirnsak, M., Gerhards, R. G. K., Kiani, R., Lappe, M., and Hamker, F. H. (2011). 
Anticipatory saccade target processing and the presaccadic transfer of visual features. J. 
Neurosci. 31, 17887–17891. doi: 10.1523/JNEUROSCI.2465-11.2011

Zirnsak, M., Steinmetz, N. A., Noudoost, B., Xu, K. Z., and Moore, T. (2014). Visual 
space is compressed in prefrontal cortex before eye movements. Nature 507, 504–507. 
doi: 10.1038/nature13149

Zoltowski, D., and Pillow, J. W. (2018). Scaling the Poisson GLM to massive neural datasets 
through polynomial approximations. Adv. Neural Inf. Proces. Syst. 31, 3517–3527.

https://doi.org/10.3389/fncom.2024.1273053
https://www.frontiersin.org
https://doi.org/10.1016/j.jphysparis.2017.02.004
https://doi.org/10.1152/jn.00697.2004
https://doi.org/10.1152/jn.00697.2004
https://doi.org/10.1038/nn.2455
https://doi.org/10.1038/s41593-021-00845-1
https://doi.org/10.1038/s41593-021-00845-1
https://doi.org/10.1007/s10827-011-0376-2
https://doi.org/10.1016/j.tics.2018.09.002
https://doi.org/10.1038/35082081
https://doi.org/10.1152/jn.1997.78.5.2336
https://doi.org/10.1152/jn.1997.78.5.2336
https://doi.org/10.1162/NECO_a_01021
https://doi.org/10.1162/NECO_a_01021
https://doi.org/10.1016/0959-4388(93)90058-7
https://doi.org/10.1101/2023.11.06.565871
https://doi.org/10.1109/IEEECONF56349.2022.10051903
https://doi.org/10.1109/IEEECONF56349.2022.10051903
https://doi.org/10.1038/s41586-021-03506-2
https://doi.org/10.1016/j.neuron.2016.05.041
https://doi.org/10.1523/JNEUROSCI.2441-15.2016
https://doi.org/10.1038/nn1748
https://doi.org/10.1109/TNSRE.2009.2023307
https://doi.org/10.1146/annurev-vision-102016-061207
https://doi.org/10.1038/nn.4244
https://doi.org/10.1073/pnas.1403112111
https://doi.org/10.1152/jn.00117.2019
https://doi.org/10.1038/nn.4611
https://doi.org/10.1162/jocn_a_00475
https://doi.org/10.1523/JNEUROSCI.1015-16.2016
https://doi.org/10.1523/JNEUROSCI.2465-11.2011
https://doi.org/10.1038/nature13149

	Time-varying generalized linear models: characterizing and decoding neuronal dynamics in higher visual areas
	1 Introduction
	2 GLM-based approaches for characterizing neuronal sensitivity
	3 Benefits of GLM-based models for efficient representation of a high-dimensional stimulus space
	4 GLM-based approaches for nonstationary responses
	5 Decoding time-varying sensory information using GLM frameworks
	6 Mechanistic-level interpretation of neuronal activity using combined GLM-based encoding and decoding approaches
	7 Applications of GLM-based approaches beyond encoding and decoding models
	8 Discussion
	Author contributions

	References

