
What about adaptiveness? The
case of organisational resilience
and cognition

Davide Secchi*, Martin Neumann, Maria S. Festila and
Rasmus Gahrn-Andersen

Research Centre for Computational and Organizational Cognition, Department of Culture and
Language, University of Southern Denmark, Slagelse, Denmark

This paper makes the very simple, perhaps straightforward point that
adaptiveness cannot be taken for granted when analysing a complex system.
The paradigm ofComplex Adaptive Systems (CAS) theorymakes it clear that a key
feature of complex systems is the ability to adapt to changes in their environment.
This is, indeed, relevant to many systems (e.g., living and social systems) since
change is embedded in the way in which systems evolve over time. At the same
time, adaptiveness is a strong assumption tomake, since it prioritises change over
stability and it can be a straight jacket, especially when it comes to studying
complexity in the context of human social organising. By using a Case Study, this
paper highlights the limits of a focus on adaptiveness and pushes for a more
“neutral” perspective that allows researchers to appreciate a wider set of
mechanisms, norms, and behaviours pertaining to complex social systems.

KEYWORDS

social systems, social sciences, organisational cognition, nested complexity,
adaptiveness

1 Introduction

This article is concerned with a specific and central assumption in Complex Adaptive
Systems (CAS) theory and the way in which it applies to certain domains of the social
sciences. According to proponents of CAS, there is a feature—typical of biological
systems—that allows entities to “fit” in a particular set of environmental and internal
conditions such that the result is a move away from the initially observed conditions of the
system. This can be—and it is within this perspective—named adaptiveness, and it reflects
an alignment between a mix of exogenous factors and the system.1

This assumption remains relatively unchallenged in CAS and especially among those
who use this approach in their computational simulation work, namely, agent-based and
system dynamics modellers (e.g., Miller and Page, 2007; Yolles, 2018). On the one hand, it is
rather obvious that systems adapt, in the sense that they change in relation to internal and
external conditions. But this characteristic is not exclusive of complex systems. For instance,
simple mono-cellular systems adapt, too. Therefore, we are referring to something else here.
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1 Typically, adaptation also pertains to the components of CAS,mainly referred to as agents (Tesfatsion,

2002; Miller and Page, 2007; Orange, 2019). The points discussed in this article extend to other CAS

components, although our concern here is adaptiveness in relation to macro system dynamics.
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In fact, the adaptiveness of a complex system increases the likelihood
that the system is unpredictable, since both the changes and their
results are difficult to map on a linear set of coordinates. In other
words, the interplay among the elements of a system makes it
difficult to determine how individual modifications affect the
entire system. In this context, the term “adaptive” is fundamental
to understanding these complex systems.

On the other hand, an emphasis on adaptiveness may neglect
other (perhaps equally important) elements, including those aspects
that allow the system to maintain its identity. Some may argue that
adaptiveness is necessary to ensure system resilience (e.g.,
Chakwizira, 2022), i.e., those aspects that maintain the system
unaltered in its core functionality (and/or in its ontology).
However, such an argument centers the discussion on the
functions of adaptiveness by asking what is adaptiveness for? Yet,
this question keeps the emphasis on change within a system, leaving
unchanged aspects aside. This may not be intentional, but simply the
result of a particular analytical and descriptive focus on one
constitutive aspect of a complex system.

Against the backdrop of the above considerations, this paper
initiates a line of enquiry on the (relative) rigidity of complex
systems as a way to contrast and re-balance the discourse on
adaptiveness. Since social systems are among those that can be
better described with a CAS framework, this paper draws its
examples from a Case Study on organisational resilience and how
it is achieved.

After providing a summary of the history of core ideas that led to
CAS, we discuss how cognition in the maintenance department of a
large Danish utility company remains dependent on elements of
stability in order for it to flexibly adapt to its environment. A few
concluding remarks summarise the article’s insights.

2 Background

The beginning of complex systems research can roughly be
dated back to the 1990s with some predecessors such as artificial life
already in the 1980s (Manson, 2001). The roots of cybernetics, which
were shaped in the 1950s by scientists like John von Neumann,
Warren McCulloch, Norbert Wiener, or Heinz von Foerster (van
Dijkum, 1997; Vallée, 2009), laid the foundation for a field that,
about 30 years ago, benefited from new mathematical and
computational tools and techniques such as agent-based
simulation, fractal analysis, and chaos theory. This historical
result enabled a quantitative analysis of patterns which could
only be discovered by the use of these new tools.

Complex systems research promised to become a new
interdisciplinary research field concerned with patterns that can
be identified across scientific disciplines and domains such as
ecosystems, societies, traffic, financial markets, opinion
formation, epidemic spreading, and the Internet and social media
(Thurner et al., 2018), to name a few. Complex systems research
investigates the behavioural properties of many interacting elements
that generate open systems. Most importantly, the behaviour of
complex systems is unpredictable. Basic features characterising these
systems are non-linearity, emergence, adaptation, feedback loops,
multiple scales, thresholds and tipping points, dynamic behaviour,
relative path dependency, or self-organised criticality, including

zones of high and low stability. Because of their ability to adapt
to varying environmental circumstances, complex systems are
interchangeably referred to as complex adaptive systems (CAS)
(Miller and Page, 2007; Carmichael and Hadžikadić, 2019).

During the 1990s, system theorists—often associated with the
Santa Fe Institute—such as Stuart Kauffman (1993), John Holland
(2000), or Christopher Langton (1997), shaped the new view on
complex systems: It was considered sufficient to describe elements
interacting on the micro level by relatively simple rules, which
generate patterns at the macro level, and then analyse these using
the analytical andmathematical tools of complexity theory (Ellis and
Herbert, 2010). For a long time, this analytical approach was the
unifying principle of complex systems research, traversing the
boundaries of scientific disciplines such as physics, chemistry,
or biology.

A major problem that became apparent by applying a systems’
theory perspective is the question of leverage points: even small
changes in the system or the systems’ environment my induce
drastic changes in the systems’ behaviour. Therefore, knowledge
about such leverage points is of utmost importance for managing
complex systems. However, due to the properties of complex
systems, it is often hard to predict if and where such a leverage
point is reached. Nevertheless, some rules-of-thumb can be
provided where interventions in systems are more or less likely
to induce more or less dramatic changes in the systems’ behaviour.
For example, Donella Meadows suggests a typology ranging from
changes in the system’s parameters, which are unlikely to induce
massive change, to the mindset or paradigm of the entire system,
which most likely will generate massive change (see
Meadows, 1999).

Since its early days, research on CAS attracted and was attracted
by the social sciences (Byrne and Callaghan, 2014). Clearly, society is
an open system with many interacting elements including
organisations, individual actors, groups, ecological phenomena,
etc. Moreover, the different elements of society—e.g., markets
(Tesfatsion, 2002), organisations (Fioretti, 2013), institutions
(Greenwood et al., 2011), teams (Ramos-Villagrasa et al., 2018)
— can also be considered complex systems in their own right. Put in
technical terms, society is made of a series of nested complex systems
(see, e.g., Miller and Page, 2007). Thus, a society is a complex system
and certainly, also a complex adaptive system, since societies (and
their parts) adjust to varying environmental and societal
circumstances.

Already in the mid-1990s, groundbreaking work such as
‘growing artificial societies’ (Epstein and Axtell, 1996) or
Axelrod’s ‘complexity of cooperation’ (Axelrod, 1997) was
emerging, which aimed to investigate social phenomena from
the perspective of complexity science. Since then, this approach
has been used to investigate all kinds of social phenomena across
disciplines such as sociology, political science, as well as
economics and organisation science. Analyses of social
systems using complexity science tools are less concerned with
phenomena themselves and more focused on their underlying
generative principles. In particular, in the social sciences,
complexity theory research is distinguished by its
methodological choice of simulation experiments, chiefly using
Agent-Based Modeling (ABM), to produce generative
explanations.
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The notion of generative explanations (Epstein, 2012) builds on
the idea that local interactions of heterogeneous individual agents on
the micro level may generate certain patterns such as equilibrium
prices or residential segregation at the macro level. When simulation
experiments—especially those using ABM—demonstrate that a
pattern can be generated through such interactions, it is
suggested that these interactions, governed by the rules of the
simulation model, offer a potential explanation for the macro-
level pattern (Epstein, 2012). Yet, it is a candidate explanation
because it is not possible to exclude that other interactions based
on different rules may generate the same pattern. It is claimed,
however, that explanations of social macro level phenomena must
show that and how these can be generated “from the bottom-up” by
interacting agents on a micro level. In this way, simple rules on a
micro level should generate complex patterns on a macro level in the
context of human social systems.

3 Discussing adaptiveness

It is commonly assumed that complex systems exhibit
characteristics that are slightly different in relation to the domain
in which they are observed, as well as across domains. Generalisation
is, under these lenses, an extremely difficult task. Nevertheless, the
observation of an aspect pertaining to one domain may lead to
enquiries and, perhaps, to the study of analogies in other domains.

It is with these considerations in mind that this paper uses a Case
Study to discuss a number of aspects related to the nature of
adaptiveness in complex systems. The description reported below
is based on ethnographic data and observations recorded between
August 2022 and June 2023.

3.1 Case study description

The complex system in question is a public service organisation,
namely, a large Danish utility company. Among other services, this
organisation offers district heating to households in the Greater
Copenhagen Region. The company is responsible for a network of
heating pipes roughly covering the entire region. The case focuses on
the maintenance department, with three teams and a total of
approximately 50 employees. These employees are in charge of
monitoring the piping network and coordinating repairs
where necessary.

In 2018, the department reached an agreement with an external
company for gathering leakage data by using unmanned aerial
vehicles (or simply drones) equipped with thermal imaging
cameras. The drones are able to detect areas where hot water is
leaking due to fractures or wear and tear of the pipes. The amount of
leakage data now available is vast compared to what the department
had access to before using drones (ca. 5 times more data per year; see
Cowley and Gahrn-Andersen, 2023; Gahrn-Andersen, 2020).

The leakage data collected with drones is uploaded to a bespoke
software called Teraplan, which offers interactive radiometric
orthomaps of all known leakages. Prior to the introduction of
drones, no visual representation of leakages was available and the
utility company had no means of collating data. The influx of data
required a change of processes, routines, and team-based approach

related to detection, handling, and closing of cases. With the new
drone leakage detection system, the utility company now has an
overview of the network’s condition in the form of points of interest
such as critical leakages, plus a general thermal imprint from the
entire pipeline network. This overview makes it possible for the
company to have a more proactive approach to network
maintenance, as the organisation now relies on an abundance of
thermographic data on thousands of leakages to plan repairs and
take preventive actions in their maintenance operations. Before the
change, maintenance work could only be reactive in the sense that
the company did not have an overview of leakages and had to wait
for either a customer call, a random check, or other ad hoc inputs.
Therefore, not only is the increase in volume of input data
significant, but the quality and nature of the work around
maintenance differs from what was previously done. As a
demonstration of the disruptive nature of this change, one of the
employees remarks:

“So back to something that I said earlier that we do not plan
ahead a whole lot. But [employee responsible for drone cases] is
actually the only one planning ahead a whole lot, because he
knows he has to share the diggers, and he has to share the
welders with us, so he has to plan, and mark areas where he
maybe takes 2 As and a B [leakages identified by drones are
ranked based on severity of water loss, where A is the most
severe] and say: ‘These three are in close proximity to each other,
please go and dig all three up’. That’s what we’ve been working
with the last years, that’s what we are working towards.”
(Operations and Maintenance Engineer).

Effectively, this means that leakages are now frequently grouped
(clustered) on the basis of their geographical proximity, and they are
dealt with as ‘bundles of leakages’ rather than as isolated occurrences
(which was the standard in the old leakage-detection practice).
Furthermore, the drones give an awareness of leakages that
would not have been possible without the technology because,
first, they can photograph private properties without violating
privacy and, second, leakages are identified when the water is still
in the insulation or in the ground, before surfacing:

“And this is something that the drones have had a big impact on
because they were able to find all the leakages that we don’t get to
see because it’s just going into the ground and not coming up
anywhere to show.” (Team Leader)

In the terms of Meadows, what we are witnessing here is
something akin to a mindset or paradigm shift in the sense that
it sets up novel systemic trajectories and, hence, alters fundamental
aspects of the leakage-detection practice (Cowley and Gahrn-
Andersen, 2023). Or, as Meadows (1999) puts it:

“Systems folks would say you change paradigms by modeling a
system, which takes you outside the system and forces you to see
it whole. We say that because our own paradigms have been
changed that way.”

In this connection, we can say that the Teraplan software
enables the modeling of the system (namely, the complex network of
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pipes, residences, roads and other critical infrastructures). However,
we use Meadows’ mentalist parlance with caution, since the
management of the utility company has had no overall plan for
how the drone data is used nor for how they can appeal to collective
representations of the practice. The change is simply something that
happens incrementally as the utility company is trying to
understand how to best make use of the new data and how to
construct knowledge about leakages around them. Another clear
indicator of this is that drone-based data has not fully substituted
leakage-repair based on notifications from passers-by.

3.2 Effects on the system

This subsection is dedicated to speculative arguments around
possible and plausible system (i.e., organisational) change, given the
scenario above. In other words, we answer the question: If an
organisation is conceived as a complex adaptive system, how
would one then expect it to adapt when it faces change in its
core operations? In other words, what would be a theoretically
viable path for a CAS-inspired perspective?

A change such as the one described above is likely to exercise a
shock on an organisation. Data on leakages are, from the perspective
of the maintenance department, the basic information (i.e., the
input) on which operations are performed. Hence, it is
reasonable to assume that such a change in the quality and
quantity of inputs would, in turn, cause changes in the
organisational structure and procedures.

3.2.1 Structure
From an analytical perspective, such a massive change in data

quality, structure, and availability should be reflected in the way in
which knowledge is framed, understood, and handled in the
organisation. This would undoubtedly require structural changes
that would allow the organisation to act upon them. For example, it
is plausible that the tasks related to data screening and handling
multiply while those allocated to (traditional) leakage detection are
reduced. The organisation may well decide to start a transition
where action (e.g., fixing leakages) becomes more and more oriented
towards drone-generated data rather than traditional means of data
collection. This description is consistent with the principle of self-
organisation in CAS (Miller and Page, 2007; Byrne and Callaghan,
2014) and, in this specific case, it would require a shift towards a
different setting where teams are rebuilt around more data-driven
structures. In other words, self-organisation is a way to achieve
adaptation.

3.2.2 Procedures
Certainly, the way in which the drone-generated data flow in the

organisation requires channels that are different from the ones
already in place. Since these data streams have considerably
higher volumes, offer more precision and details, and are
generated at higher speed, they can be considered “Big Data”
and, as experts advise, they require analytical techniques that are
different from those employed for standard data. For this reason, it is
wise for an organisation to adapt its procedures in order to make
sense of the data and increase its efficiency—how they use the
information they now have—and effectiveness—how they fix more

cases than they used to. One could imagine that these new
procedures would be emergent properties of the CAS, as they
“grow up” or are generated by practice and interactions among
employees/agents (Epstein and Axtell, 1996; Epstein, 2012).

3.3 What is missing?

The perspective described above is consistent with features of
CAS theory and with a general approach to systems that is change-
bound. But, is this actually plausible? In other words, is it plausible to
have adaptiveness as a benchmark as opposed to approaching a
given system with a more “neutral” perspective?

The claim here is that there are at least two concerns deriving
from an emphasis on adaptiveness: one relates to resilience, and the
other to the mid-layers of a system.

3.3.1 Understanding resilience
In the case of the utility company, the introduction of drones

may be perceived as an antecedent to possible structural and
procedural changes. Even though it is not necessary for a
complex system to react to stimuli from its environment, such
changes are likely—and even expected—when the stimuli are
perceived to be radical, massive, or to affect core aspects of
the system.

However, a system—and especially a social system—evolves
dynamically over time together with and, at the same time,
independent of its environment. In other words, there is co-
evolution (Ellis and Herbert, 2010) but also i-evolution—the
independent (internal) modifications that naturally occur in a
system, mainly due to time and the internal conditions that
characterise its elements. The juxtaposition of these two types of
evolution seems contradictory and it requires an explanation. There
are simultaneous forces exerted on a social system such as an
organisation. Some forces pull the organisation in the same
direction as other organisations in the environment and indicate
the prevalence of an institutional logic or organisation-environment
co-evolution (e.g., Greenwood et al., 2011). Other forces pull the
organisation away, instead. These can be due to the trajectory an
organisation has set for themselves, due to, for example, strategic
planning. Internal forces or parallel (perhaps recessive)
environmental forces play a key role here. For these reasons, an
organisation is constantly confronted with competing and
sometimes divergent evolutionary forces.

The main argument here is that it is difficult, if not impossible, to
predict which forces will affect a complex system, when, and how.
The nature of the interacting forces is, by definition, complex. Such a
system would not necessarily adapt. Or, to be more precise, its path
to adaptation could be unique, original, unorthodox, and oriented
towards preservation or non-existence. Preservation could be
oriented towards parts of the system such as processes or
procedures, but not necessarily to the system as a whole. In fact,
it is sometimes perfectly acceptable that a system—an
organisation—sees more value in ceasing to exist rather than
continuing to struggle (and, e.g., create another organisation).

In the case study above, the organisation did not adapt as such.
Instead, it applied existing logic and procedures to the vast amount
of drone-generated data, thus gradually gaining a foothold. This
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allowed the organisation to reduce the need for change, limit
investments, save resources, and maintain its workforce and
capabilities. Naturally, some new procedures were introduced in
order to cope with the new data streams, but these did not become
central to the organisation’s operations, nor have the drone-
generated data become the sole source of leakage information.
From this perspective, one could argue that the organisation
showed stationarity and ergodicity in relation its to structure and
procedures. In other words, i-evolution forces seem to prevail against
co-evolution, or helped to “decode” co-evolutionary forces in a way
that is more suitable to the organisation.

The ability to maintain functionalities and operations can be
referred to as resilience. In this organisational system, resilience is
much more anchored to practice and affordances than one might
expect (Gahrn-Andersen, 2023). However, this does not necessarily
mean that the organisation’s behaviour is more predictable—since
one expects change through a CAS perspective—but it does bring in
the perspective that a better understanding comes from both
stability and change.

3.3.2 The meso domain
One of the claims advanced in the last paragraphs is that an

organisation may have different objectives, practices, norms,
expectations, etc., depending on its elements (or parts). Not only
is this due to structural differences that may exist within and across
teams, groups, divisions, or departments, but it is also a result of
sentient beings interacting among each other, and with the
structures, resources, tools, etc., available to them in the
organisation. These socio-cognitive phenomena allow individuals
to make sense of their surroundings (Hutchins, 1995; Hutchins,
2014) and are, when considered individually, complex systems in
their own right. Thus, an organisation is a complex system
comprised by large numbers of other complex systems.

To some, the in-between meso is comprised mainly of norms
and rules that allow individuals to relate to each other (Yolles, 2018).
More generally, they are what constitutes the system in that they
establish the relations between the whole and its elements. Themeso
is therefore the glue that keeps the system together.

More than that, the meso can be framed as a domain in which
sociality-based cognition actually takes place (Secchi andCowley, 2021).
Not only are norms enforced here, but practices, behaviours, thinking,
and action materialise in a such a way that it allows the organisation to
function. The meso is a continuous flow where meaning is constantly
(re)defined or (re)iterated (Secchi et al., 2022). In the context of the
utility company, this implies that the drone-generated data were
interpreted through existing organisational practices. Because the
new leakage data source was devised as a mere add-on to existing
maintenance work, no significant concerns were raised over the need to
reorganise existing practices. The only adjustment made was assigning
an employee to handle the new data in a manner that the knowledge
generated from these data would ultimately align to data from
traditional sources and with existing repair operations and
procedures. Thus, the richness, different quality, and high volume of
drone-generated data had only insignificant effects, if any, on the core
aspects of the organisation (see, e.g., Secchi et al., 2024). From this
perspective, one may argue that the data adapted to the organisation
rather than the other way around.

4 Concluding remarks

In this paper, we thematise the relation between
adaptiveness and stability in complex systems, arguing that
organisations do not mechanistically adapt to their
environments. Rather, organisations—or other complex social
systems—have a high degree of internal complexity, which
ensures some level of stability over time. This, we argue,
allows organisations to be resilient in the face of external and
internal influences, especially when confronted with exogenous
shocks such as introducing potentially disruptive technologies.
Although it makes little sense to explore macro-micro relations
without a focus on the socio-cognitive dynamics that give rise to
them (i.e., the meso), it is important to notice that their
interdependencies may be of a different order. In some cases
they do entail that norms, procedures, practices, and even
organisational identity are changed (i.e., adapt), while in
others, these phenomena may remain identical over time, or
what we refer to as “stability through (re)iteration”. Thus, we
argue, the role of stability in adaptiveness is a topic in need of
further exploration.
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