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Massive machine type communications (mMTC) are one of the critical requirements for
beyond fifth generation (B5G) communication systems. Services for a huge number of user
terminals should be provided simultaneously due to the explosive development of mMTC.
It is proved that non-orthogonal multiple access (NOMA) is effective in satisfying such a
requirement. In this paper we evaluate the impacts of numerous factors, such as channel
encoding, channel decoding, repetition number, multi-user detector, and number of
receiver antennas, on the performance of NOMA. It is surprised to find that some
conclusions drawn from orthogonal multiple access system may do not hold anymore
for NOMA systems. The factors which have significant impact on the performance of
NOMA should be paid more attention to in the system design. The analysis and evaluation
results shine more light on how to design an effect NOMA scheme by considering both
transmitter and receiver to fulfill the requirements of mMTC for B5G systems.
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1 INTRODUCTION

Wireless communication greatly enrich people’s work and life. The main target of third generation
wireless communication and fourth generation (4G) wireless communication systems is
communication for human beings. Thus a high transmission data rate is the main pursing goal;
4G communication systems offer data rates up to 100 Mbps while it is 10 Gbps for fifth generation
(5G) communication systems. To avoid interference in 4G wireless communication systems,
orthogonal multiple access (OMA) is applied. A large bandwidth is divided into multiple non-
overlapped sub-bands, and each user occupies one sub-band. By using orthogonal resource
allocation in multiple access, multi-user interference is avoided.

Due to the quickly developing internet of things (IoT), there are significant requirements for huge
user terminal connections. For example, in 5G wireless communication systems, 1,000,000
simultaneous connections per square mile is the requirement, which is ten times the 100,000
units per square mile of 4G. To meet the requirement of massive user terminal connections, non-
orthogonal multiple access (NOMA) was proposed (Dai et al., 2015; 3GPP, 2018b). As the IoT
develops, more terminal connections should be provided in the future. NOMA is essential to achieve
this goal.

In a previous study, NOMA was evaluated by a multiple access signature. Interleaver, scrambling,
spreading code, modulations, and sparse mapping can be applied as a multiple access signature.
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Different NOMA schemes, such as interleaver-division multiple
access (IDMA), sparse code multiple access (SCMA), multi-user
shared access (MUSA), pattern-divisionmultiple access (PDMA),
and resource spread multiple access (RSMA) were proposed and
evaluated (Liang et al., 2018; R1-1808049, 2018; R1-1801416,
2018; R1-1608755, 2016; R1-164688, 2016). Because in 5G low
density parity check code (LDPC) is defined as the channel
encoding scheme for data channel and convolutional code
(CC) is excluded from 5G, LDPC is considered as the channel
coding scheme in NOMA 5G. CC is seldom considered as the
channel coding scheme in NOMA, although it may have
advantage in terms of performance. In the performance
evaluations some companies only consider maximum
logarithmic maximum a posterior (max-log-MAP) decoder
(NOMA, 2015; Yan, 2015). The performance gap between
max-log-MAP decoder and logarithmic maximum a posterior
(log-MAP) decoder is small. While there is significant
performance gap for NOMA with iterative receiver between
these two channel decoders, as what will be disclosed in this
paper.

In this paper we evaluate the impacts of channel encoding,
channel decoding, and many other factors on the performance of
NOMA. It is surprised that some conclusions drawn from OMA
may do not hold anymore for NOMA case. We analysis the
reasons which lead to the different conclusions. The study in this
paper will be helpful and useful for NOMA transmitter and
receiver system designs. Because NOMA with iterative receiver
has better performance than that of non-iterative receiver, in this
paper we use iterative receiver for NOMA detection (R1-1808054,
2018)

NOMA is composed of several key components. Many
factors can affect its performance. Channel coding is an
important component of NOMA. In 5G systems LDPC is
defined as the channel coding for data channel (3GPP,
2017). In 802.16e, CC is applied as channel coding for data
channel and in 4G systems CC is employed as channel coding
for control channel (3GPP, 2005, 3GPP, 2012, 3GPP, 2009).
CC achieves excellent performance for small code length
(Elias, 1955). For the services of IoT, the code length is
moderate. In this case LDPC may be superior to CC for low
bit error rate (BER) regions. While in moderate BER regions,
CC may have better performance than that of LDPC. For OMA
systems, when LDPC is superior to CC in low SNR regions, we
think LDPC is preferred. While such a conclusion is invalid for
NOMA systems when iterative detection is applied. For
iterative detection, moderate BER regions may be more
important than that of low BER regions, we will verify this
conclusion in the performance evaluation section.

The channel decoding type affects the performance of
channel coding scheme, thus it also has an impact on the
performance of NOMA. The main LDPC decoding schemes
are log-MAP decoder and max-log-MAP decoder. It is well
known that the log-MAP decoder has larger implementation
complexity compared with the max-log-MAP decoder. On an
additive white Gaussian noise (AWGN) channel, the former
has only about a 0.3 ∼ 0.7 dB gain over the latter, thus in
OMA systems, max-log-MAP is always used due to its

excellent balance between performance and complexity.
However, the small difference of the channel decoder will
have a significant impact on the performance of NOMA
systems. The difference will be greatly amplified in
iterative multi-user signal detection. In this paper, we
compare the performances of the NOMA scheme with
different channel decoders, which will shine a light on the
NOMA receiver design.

In NOMA, spreading or bit repetition are employed to
suppress multi-user interference. By using bit repetition, the
rate of the channel coding will increase when the same
spectrum efficiency is assumed, thus we may lose the
channel coding gain for a large number of bit repetitions.
However, by increasing the number of bit repetitions, a large
number of user equipment (UE) can be serviced
simultaneously for mMTC. In B5G systems to provide
services to a large number of UE may be more important.
In this paper, we show the effect of repetition number on the
performance of NOMA and the effectiveness of repetition
number on accommodating a large number of UE.

Multi-user detection are employed in NOMA to combine the
same user’s signals on different receiver antennas. Maximum
ratio combining (MRC) and minimum mean square error
(MMSE) are two different multi-user detection schemes. MRC
does not need matrix inversion, thus it has low implementation
complexity. However, its capability of multi-user interference
suppression is not good enough. On the contrary, MMSE
operation can effectively suppress multi-user interference at
the cost of high computational complexity. In this paper, we
show the performance of MRC and MMSE for NOMA.
According to the evaluation results we can choose the
appropriate multi-user detection scheme to fulfill the system
requirements.

The number of receiver antennas is an important design
parameter for NOMA. By using a large number of receiver
antennas, the capability of multi-user interference suppression
can be enhanced significantly. And the required SNR to
achieve a satisfied quality of services is reduced greatly,
which means the transmitter power can be reduced
drastically for NOMA. In mMTC, it is prevailing that
transmitter power is reduced because it means long battery
life can be provided. We evaluate the number of receiver
antennas and show its great impact on the performance
of NOMA.

The paper is organized as follows. In Section 2, the NOMA
transmission scheme and system model is elaborated. In Section
3, factors affecting the performance of the NOMA system are
analyzed. Performance evaluations are offered in Section 4. The
conclusions are provided in Section 5.

Notation: Matrices are set in boldface capital letters, vectors in
boldface lowercase letters. The superscripts ()*, ()T , and ()H
stand for conjugation, transpose, and conjugation transpose,
respectively. We write Ai,j for the entry in the ith row and jth
column of the matrix A, and xi for the ith entry of the vector
x � [x1/xN ]T . vec(A) denotes arranging the matrix A in one
column vector by stacking its column one after the other. Matrix
IN refers to the N × N identity matrix.
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2 NOMA TRANSMISSION SCHEME AND
SYSTEM MODEL

In 5G and B5G wireless communication systems, mMTC is
becoming more and more prevalent. NOMA is effective at
supporting massive user or equipment connections. Various
NOMA schemes were proposed in 3rd generation partnership
project (3GPP) where spreading code, codebook, bit to symbol
mapping, power, interleaver, and scrambling code were used
individually or jointly as user signatures (R1-1803615, 2018;
R1-1808975, 2018; R1-1808968, 2018; R1-1807073, 2018; R1-
164688, 2016; R1-1608755, 2016; Yuan et al., 2016; R1-1801416,
2018; Yan et al., 2016; R1-1808049, 2018; Wu et al., 2015; R1-
1803665, 2018; Wu et al., 2017; R1-1612574, 2016).

A general NOMA transmission scheme is illustrated in
Figure 1 (3GPP, 2018b). The information bits are encoded
by channel coding. Then a bit-level interleaver or scrambling is
applied. The interleaver can be a legacy one or UE-specific. A
legacy interleaver means that the interleaver defined in the
3GPP of 4G is employed where the same interleaver is
applied for all users. For a UE-specific interleaver, each user
uses a different interleaver. The bits are then modulated. A
legacy modulation or modified modulator is applied. A legacy
modulator uses the same bits in the symbol mapping rules
defined in 4G, and a modified modulator uses new bits in the
symbol mapping rules in the modulation. UE-specific symbol-
level spreading is applied to the modulated signal. The purpose
of using spreading code is to reduce multi-user interference to
facilitate multi-user signal detection. Resource mapping is
employed to the spreading signals. UE-specific sparse
mapping can be applied in the resource mapping. Multi-user
interference can be reduced by using sparse mapping since only
partial users’ signals instead of whole users’ signals are
superposed together.

In this paper, we use IDMA as the NOMA scheme, thus a UE-
specific interleaver is applied. Before the interleaver is applied,
bit-level repetition can be used after channel coding to reduce
multi-user interference. A legacy modulation can be used for
simplicity, while a modified modulator can also be applied to
obtain a high data rate (Yan and Yuan, 2019). In this paper, we
use legacy modulation for simplicity. After modulation, the
signals are mapped on the resource.

The NOMA received signal is given by

r(j) � ∑K
k�1

hkxk(j) + n(j), j � 1, 2, . . . , J. (1)

r is the received signal. A single antenna for the transmitter is
assumed for all users. Nr is the number of receiver antennas. hk is
the channel for the kth user with dimension Nr × 1. xk is the
transmitting signal for the kth user. n is additive white Gaussian
noise with covariance matrix σ2INr × Nr . j is the index of the
resource element on the resource block. There may be bit
repetition in xk for multi-user interference suppression.

Multiple receiver antennas are employed at the receiver side.
We can use MRC at the receiver side to combine the received
signals from different receiver antennas. In this case, no matrix
inversion is needed, thus the computational complexity is small.
However, the capability of multi-user interference suppression of
MRC is weak. While the capability of multi-user interference
suppression of MMSE is significantly stronger. By using MMSE
operation, multi-user interference can be reduced drastically.

3 FACTORS AFFECTING PERFORMANCE
OF NOMA SYSTEMS

NOMA is composed of several important components which
have an impact on its performance, including transmitter side
channel encoding, the number of bit repetitions, receiver side
decoding type of channel coding. We will elaborate them one by
one in the following subsections.

3.1 Types of Channel Encoding
CC was invented in the mid-1950s (Elias, 1955). After that it
was applied in many systems, such as the global system for
mobile communications (GSM), universal mobile
telecommunications system (UMTS), and worldwide
interoperability for microwave access (Wimax) 802.16e
(3GPP, 2005, 2012, 2001). It has superior performance
when the code length is only several hundreds, such as 60
to 300. It is excluded in 5G due to the invention of Polar code
which has better performance than that of CC. However, hard
output is usually provided by Polar code decoders. The
complexity is high for Polar with a soft input and soft
output (SISO) decoder. In NOMA, iterative detection is
employed where SISO is an inherent requirement for

FIGURE 1 | General NOMA transmission scheme (3GPP, 2018b).
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channel coding. CC supports the SISO decoder by choosing an
appropriate decoder, such as an a posteriori probability (APP)
BCJR decoder or modified Viterbi decoder (Bahl et al., 1974;
Hagenauer and Hoeher, 1989). The advantage of CC is its
excellent balance between bit error rate performance and
computational complexity. CC can be used as channel
coding scheme for NOMA.

LDPC was approved as a channel coding scheme for mMTC’s
data channel in 5G (3GPP, 2018a). By using the belief
propagation (BP) algorithm, LDPC can achieve perfect
performance. BP is one kind of SISO decoder, thus it can be
used in iterative detection for NOMA. LDPC can achieve perfect
performance for long code lengths. For example, when the code
length is 106, LDPC achieves a bit-error probability of 10−6, and
the required SNR is only 0.13 dB away from capacity
(Richardson. et al., 2001). This is a very exciting result.
However, the code length is only several hundreds for
mMTC. In this case, the advantage of LDPC over CC is not
significant.

CC can use a BCJR decoder which achieves “symbol-by-
symbol” maximum a posteriori probability. SISO is supported
by the BCJR algorithm. For LDPC, iterative decoding is applied
where the SISO decoder is employed. For moderate code
lengths, LDPC may be superior to CC in low BER regions.
While in NOMA, the most interesting part of the BER curve
are the moderate BER regions which correspond to low SNR
regions. In NOMA, when multi-user interference is large, the
signal-to-interference-plus-noise ratio (SINR) for the detected
user is low. For channel coding, when it has superior
performance in small SNR regions, it is preferred by
NOMA. The criteria of NOMA for “better” channel
encoding is different from that of OMA. Channel coding
has better performance in moderate BER regions is
preferred by NOMA, which is verified in Section 4.
Channel coding, which has better performance in low BER
regions while has worse performance in moderate BER
regions, is not preferred by NOMA will be corroborated in
Section 4, too.

3.2 Types of Channel Decoding
In log-MAP decoding, multiple exponential operations are
needed, which means high computational complexity. To
reduce the complexity, max-log-MAP can be employed. The
operation for max-log-MAP is given by

log⎛⎝∑M
k�1

exp(ak)⎞⎠ ≈ max(a1, a2, . . . , aM) (2)

The exponential operations are replaced by the operation of
finding the maximal value in the M values. Thus the
computational complexity is reduced significantly.

In a single user case, max-log-MAP is always employed due to
its low complexity. For a multi-user with non-iterative detection
scheme, the max-log-MAP decoder is also popularly used due to
its small computational complexity. However, in NOMA, when
iterative detection is applied there is significant performance loss
using a max-log-MAP decoder. The reason is that the small
difference between the log-MAP decoder and max-log-MAP
decoder will be greatly amplified in the procedures of iterative
detection. For mMTC, it is important to provide services to a
large number of UE, thus in this case, the log-MAP decoder is
preferred. The computational complexity of the log-MAP
decoder can be significantly reduced by using a linear log-
MAP decoder without performance loss (Valenti and Sun, 2001).

In Table 1, the different impacts of channel encoding and
channel decoding on the performance of OMA and NOMA are
shown. It is found the impacts are totally different for OMA and
NOMA. The criterion of channel encoding and channel decoding
obtained from the OMA system are not hold anymore for
NOMA. We should revisit channel encoding and channel
decoding for NOMA in B5G systems.

3.3 Multi-User Detection Scheme:
Maximum Ratio Combining Elementary
Signal Estimator vs. MinimumMean Square
Error ESE
To achieve the full potential of performance, iterative detection
and decoding is applied for NOMA systems. ESE was proposed
for the detection and decoding of IDMA (Ping, 2005; Ping et al.,
2006). When multiple receiver antennas are assumed, MRC is
employed for receiver signals combining. However, MRC only
maximizes the power of the useful signals. The power of
interference plus noise is not effectively reduced by MRC.
Defining SINR as power of useful signal over power of
interference plus noise, MRC cannot effectively improve SINR.
Thus when interference is large, the performance of MRC ESE is
much worse than that ofMMSE ESE since the later maximizes the
SINR, which will be shown in Section 4. In the following, we will

TABLE 1 | Factors impacting performance of OMA and NOMA.

Channel encoding
(LDPC vs. CC)

Channel decoding
(Log-MAP vs. max-log-MAP)

On the performance
of OMA

Performance of OMA with LDPC is slightly better than that of CC in low
BER regions for moderate code length

Performance of OMA with log-MAP decoder is slightly better than that of
with max-log-MAP decoder

On the performance of
NOMA

Performance of NOMA with CC is much better than that of with LDPC
when number of users is large for moderate code length

Performance of NOMAwith log-MAP decoder is much better than that of
with max-log-MAP decoder when number of users is large
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describe the MRC ESE algorithm and MMSE ESE algorithm for
single input multiple output NOMA systems, respectively.

By using MRC for the kth user we obtain c(j)k which is
given by

ck(j) � h*
kr(j) � h*

k∑
k�1

K

hkxk(j) + h*
kn(j)

� ||hk||2xk(j) + ζk(j)
(3)

And the variance ζk(j) is the interference to the kth user and is
defined as

ζk(j) � ck(j) − ||hk||2xk(j) � h*
kr(j) − ||hk||2xk(j)

� h*
k ∑
k’≠ k

hk’xk’(j) + h*kn(j) (4)

The MRC ESE algorithm is shown in Algorithm 1. There is no
matrix inversion operation, thus its implementation complexity is
very low. In the following, Itnum denotes the number of iterative
detection between ESE and channel decoding, and quadrature
phase shift keying (QPSK) modulation is employed as the
modulation scheme.

In Liang et al, (2018), anMMSE ESE detector was proposed. In
the following, we summarize the MMSE ESE algorithm to make it
more easily understood. For simplicity, the index j is omitted and
(Equation 1) is rewritten as

y � Hx + w (5)

where y � vec(r(j)). H � (H1(j),H2(j), . . . ,HK(j)) represents
the equivalent channel matrix with Hk(j) � vec(hk(j)). x �
[x1(j), x2(j), . . . , xK(j)]T are the transmitted symbols, and w �
vec(n(j)) is the noise vector with the distribution
CN(0, σ2IK×Nr).

An algorithm description for the MMSE ESE 17 detector is
shown in Algorithm 2 with QPSK modulation employed.
xk(j) is the a priori information of xk(j) and
x(j) � [x1(j), x2(j), . . . , xK(j)]T . The a priori variance vk is
the expectation of the variance vk(j), which is the kth
diagonal element of V with V � diag(v1, v2, . . . , vK ). In Equ
15, the a priori information and eDEC for all users are
initialized. Matrices of pre-processing are calculated by
Equ 16–Equ 18. From Equation 18, 19, the a posteriori
information is obtained where the mean and variance of
the estimated symbols are calculated based on the MMSE
detector.

The a posteriori mean for xk(j) is given by x̂k(j), which is the
kth element of x̂(j). The a posteriori variance for xk(j) is given by
V̂. According to the a posteriori information and the a priori
information, the extrinsic information is calculated. The mean
and variance of the extrinsic information are xexk (j) and vexk (j),
respectively. They are calculated by (20) and (21), and are used in
(22) to obtain eESE(xk(j)). eESE(xk(j)) − eDEC(xk(j)) is the input
to the channel decoder to obtain the updating value of
eDEC(xk(j)). According to the updating value of eDEC(xk(j)),
eDEC(xk(j)) − eESE(xk(j)) is calculated and used for the a priori

Algorithm 1: Maximum Ratio Combining ESE Detector

Initialization:

xk(j) � 0, vk(j) � 1, eDEC(xk(j)) � 0,∀k, j (6)

for it � 1 to Itnum do
begin
for k � 1 to K do
begin

for j � 1 to J do
begin

E(ck(j)) � ∣∣∣∣∣∣∣∣hk∣∣∣∣∣∣∣∣2xk(j) + ∑
k’≠ k

h*
khk’xk’(j) (7)

Var(ck(j)) � ∑K
k’�1

∣∣∣∣∣∣∣∣h*khk’

∣∣∣∣∣∣∣∣2vk’(j) + ∣∣∣∣∣∣∣∣hk∣∣∣∣∣∣∣∣2σ2 (8)

E(ζk(j)) � E(ck(j)) − ∣∣∣∣∣∣∣∣hk

∣∣∣∣ 2xk(j)∣∣∣∣ (9)

Var(ζk(j)) � Var(ck(j)) − ∣∣∣∣∣∣∣∣hk

∣∣∣∣ 4vk(j)∣∣∣∣ (10)

eESE(xk(j)) � 2
∣∣∣∣∣∣∣∣hk

∣∣∣∣∣∣∣∣2ck(j) − E(ζk(j))
Var(ζk(j)) (11)

end
To update eDEC(xk) after channel decoding (12)

To update xk and vk (13)
end

end
Output Information bits of different users (14)
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information calculation of xk(j) and vk(j), which will be used in
Equations 16–19.

A channel decoder plays an important role in the MMSE ESE
detector. After using the channel decoder, more reliable soft
information is achieved, which is applied in the MMSE
operation and greatly improves the quality of signal detection.
The higher quality of signal detection leads to more reliable soft
information. When more reliable soft information is inputted
into the channel decoder, higher quality output is obtained. After
the predefined number of iterative detection is reached, the
algorithm halts and the information bits of each user are
obtained.

3.4 Repetition Number
Spreading is applied in some NOMA schemes to suppress
multi-user interference. When the spreading code is applied,
the symbol is spread over several resources. At the receiver
side, MMSE operation is applied for multi-user suppression.
The disadvantage of spreading based NOMA schemes is the
high computational complexity of matrix inversion operation
needed in MMSE-based iterative detection. The dimension of
the channel matrix is linear with the length of the spreading
code. The larger the spreading code, the better effect of the

multi-user interference suppression we have, however, the
larger of computational complexity we pay.

In IDMA, bit-level repetition is employed. The same bit is
spread to several bits. The bits are interleaved then
modulated. At the receiver side, a signal is detected. After
the log likelihood ratio of each bit is obtained, the values of
the repeated bits are summed together. The computational
complexity of the sum is much smaller than that of the
matrix inversion, thus the computational complexity of
IDMA is much smaller than that of spreading based
NOMA schemes.

When the number of UE is small, the multi-user
interference is low, thus repetition may not be needed.
When repetition is not used, low code rate channel coding
can be applied, which may bring coding gain. As the number
of UE increases, a large number of repetition can be
employed for multi-user interference suppression. As
number of users increases to more than ten, large number
of repetition is need.

3.5 Number of Receiver Antennas
By increasing the number of receiver antennas, the capability
of multi-user interference suppression can be enhanced

Algorithm 2: MMSE ESE Detector

Initialization:

xk(j) � 0, vk(j) � 1, eDEC(xk(j)) � 0,∀k, j, x andV are known (15)

for it � 1 to Itnum do
begin
for k � 1 to K do
begin

R � 2σ2IK +HVHH (16)

F � VHHR−1 (17)

V̂ � V − FHV (18)

for j � 1 to J do
begin

x̂(j) � x(j) + F(y(j) − x(j)), (19)
1

vexk (j) �
1

v̂k(j) − 1
vk
,∀k (20)

xexk (j) � vexk (j)( x̂k(j)
v̂k(j) − xk(j)

vk
),∀k, j (21)

eESE(xk(j)) � 2xexk (j)
vexk (j) ,∀k, j (22)

end
To update eDEC(xk) after channel decoding (23)

To update xk(j) in x(j) and vk in V (24)
end

end
Output Information bits of different users. (25)
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significantly. Diversity is an effective way to boost system
performance. By increasing the number of receiver antennas
from 2 to 4, we can significantly increase the capability of UE
connections for mMTC, which is shown in Section 4. As the
IoT develops, more and more devices should be serviced
simultaneously at the same resource. Increasing the
number of receiver antennas also leads to large receiver
diversity, thus the required SNR can be reduced
drastically, or the coverage can be extended significantly.
However, these benefits are achieved at the cost of high
computational complexity. The dimension of the matrix is
linear with the number of receiver antennas. The larger the
receiver antennas, the higher the computational complexity
needed. In the practical deployment of NOMA we can make a
balance between performance and complexity according to
the B5G system requirements.

4 PERFORMANCE EVALUATION

In this section link level simulations are performed with
orthogonal frequency division multiplexing (OFDM) waveform
to show the factors which affect the performance of NOMA.
IDMA is chosen as the NOMA scheme for performance
evaluation since it has perfect performance with low
implementation complexity (Ping, 2005; Ping et al., 2006;
Liang et al., 2018; Hu et al., 2019). Simulation parameters
suggested by 3GPP are used. The carrier frequency is
700 MHz and subcarrier spacing is 15 kHz. LDPC and CC are
employed as the channel coding schemes with generator
polynomials {133, 171}8 for CC. The code rates of channel
coding are 1/2 and 3/4. Two and four receiver antennas are
assumed. A tapped delay line (TDL)-C channel is employed for
the modeling of the multi-path fading channel, which is
recommended by the 5G new radio (NR) (3GPP, 2018a). The
bandwidths are six resource blocks (RB) which occupy 72
subcarriers in the frequency domain and 14 symbols in the
time domain. In the 14 symbols, the number of symbols for
data is 12. Detailed simulation parameters can be found in
Table 2.

In Figure 2, the performance of NOMA is evaluated for CC
and LDPC. The number of information bits is 432 and the
repetition number is 2. MMSE ESE detection is applied with
Nr � 2. It is surprising to observe that the performance of NOMA
with CC is superior to that of LDPC. The gain is about 2.5 dB at
frame error rate (FER) of 0.1. According to the simulation results,
CC should be revisited in NOMA. It can be used as the channel
coding scheme for mMTC in B5G systems due to its superior
performance.

To find out why NOMA with CC is superior to that with
LDPC, in Figure 3 we evaluate the BER performance of CC and
LDPC over an AWGN channel with QPSK modulation assumed.
The number of information bits is 432 and the number of coded
bits is 864, thus the code rate is 1/2. Although LDPC has better
performance in low BER regions (BER < 0.02) than CC, in
moderate BER regions (0.02<BER < 0.2) the performance of

TABLE 2 | Simulation parameters.

Carrier frequency 700 MHz

Channel 5G TDL-C 3GPP (2016)
Channel estimation Ideal
Subcarrier spacing 15 kHz
Resource block 72 subcarriers in the frequency domain and 14 symbols in the time domain (2 symbols for pilot), 864 (72 ×12 ) resource

elements for data
Number of information bits I 288, 432, and 648
Number of antennas 1 (Transmitter)

2 or 4 (Receiver)
Channel coding CC defined in 4G 3GPP (2009) and LDPC defined in 5G NR
Code rate 1/2, 3/4
CC decoder type BCJR
LDPC decoder type Max-log-MAP and log-MAP
Modulation QPSK
Number of UE K 5 ∼ 16
Repetition number L 1 and 2
Receiver MRC ESE and MMSE ESE

FIGURE 2 | NOMA performance for channel coding with CC and LDPC,
I � 432, L � 2, TDL-C.
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CC is better than that of LDPC. Moderate BER regions are
correspond to the case of NOMA with large multi-user
interference. The evaluation results demonstrate channel
coding, which has better performance in moderate BER
regions, is preferred by NOMA. This conclusion is totally
different from that of OMA. In OMA systems channel coding
has better performance in low BER regions is preferred.

In Figure 4, performances of NOMA with different channel
decoders are compared. Here we use LDPC as the channel
coding. LDPC is decoded by a log-MAP decoder and max-log-
MAP decoder, respectively. It is observed that compared with
NOMA with a log-MAP decoder, there is significant
performance loss for NOMA with max-log-MAP decoder.

When FER is equal to 0.1, the performance loss is about
8 dB. This means the transmitting power is only 20% of
that of the original. Thus in practical implementation, the
log-MAP decoder can be considered when power consuming is
an important system design target we should consider.

In Figure 5, performances of NOMA with different channel
decoders are compared where the code rate is 3/4. When the
max-log-MAP decoder is applied there is significant
performance loss for NOMA. The performance of NOMA
with the max-log-MAP decoder is worse than that of the
log-MAP decoder with about 1.8 dB at a FER of 0.01, even
though the former supports five users and the latter supports
six users. When the number of users is 5, NOMA with a log-

FIGURE 3 | Performances of CC and LDPC for QPSK over AWGN
channel, I � 432, code rate � 1/2.

FIGURE 4 | NOMA performance for log-MAP decoder and max-log-
MAP decoder, I � 432, L � 2, LDPC.

FIGURE 5 | NOMA performance for log-MAP decoder and max-log-
MAP decoder with LDPC, information bits I � 648, L � 2, code rate 3/4, QPSK.

FIGURE 6 | LDPC performance for log-MAP decoder andmax-log-MAP
decoder, information bits I � 432, L � 2, code rate 1/2, QPSK, AWGN channel.
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MAP decoder has about a 5 dB gain over that with the max-
log-MAP decoder at a FER of 0.2. There is an obvious error
floor of FER for NOMA with the max-log-MAP decoder when
number of users is 5. According to Figures 4, 5, NOMA with
the log-MAP decoder has much better performance than that
of the max-log-MAP decoder. The conclusion is independent
of the code rate of the channel coding employed. From
Figure 5, it is observed that NOMA with the log-MAP
decoder supports a larger number of users than that with
the max-log-MAP decoder.

To garner a deeper understanding of the performance of
NOMA with different channel decoders, in Figure 6, the BER

performances of LDPC with a log-MAP decoder and max-log-
MAP decoder are evaluated for the case of single user. QPSK
modulation is employed and the simulation is carried out over
AWGN channel. It is found that performance of LDPC with a
log-MAP has about a 0.7 dB gain over that of LDPC with a
max-log-MAP. Lower BER means lower multi-user
interference. Higher BER means larger multi-user
interference. The log-MAP decoder has a smaller BER than
that of the max-log-MAP decoder. In the iterative detection,
the small BER difference between these two channel decoders
is greatly amplified. Thus the performance of NOMA with the
log-MAP decoder has a much better performance than that
with the max-log-MAP decoder. In the OMA system, the
performance loss is about 0.7 dB using the max-log-MAP
decoder, which may be acceptable. However, the
performance loss is about 8 dB at a FER of 0.1 according to
the simulation result in Figure 4. Thus when the target is to
support large number of UE connections, the log-MAP
decoder should be applied in NOMA.

In Figure 7, the MRC ESE detector and MMSE ESE detector
are evaluated for NOMA. In MRC ESE, no matrix inversion
operation is needed, thus it has smaller complexity compared
with the MMSE ESE detector where matrix inversion
operation is needed. When the number of users is 8, MMSE
ESE detector has about 0.7 dB gain compared with that of the
MRC ESE detector. The performance gap is small due to low
multi-user interference in this case. When the number of users
increases to 10, performance of the MMSE ESE detector is
much better than that of MRC ESE. The reason is that, in this
case, multi-user interference is high. Multi-user interference
can be effectively reduced by an MMSE ESE detector, while
MRC ESE only combines the desirable user’s signals. The
capability of multi-user interference suppression for MRC
ESE is weak.

FIGURE 7 | NOMA performance for MRC ESE decoder and MMSE ESE
decoder, I � 432, L � 2, CC.

FIGURE 8 | NOMA performance for different numbers of repetitions, I �
288, L � 1 and 2, LDPC, log-MAP decoder.

FIGURE 9 | NOMA performance for different numbers of receiver
antennas, I � 432, L � 2.
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In Figure 8, the effect of repetition number on the
performance of NOMA is shown. By using repetition,
the same bit is spread on several resource elements. At the
receiver side, the logarithm likelihood ratios of the same bit are
accumulated to increase SINR so as to suppress the multi-user
interference. With the assumption of the same number of
information bits, when the repetition number is 1, the rate of
the channel coding is small, thus coding gain can be achieved.
As we can see when the number of users is 6, multi-user
interference is low and there is a small gain for NOMA with
a repetition number of 1 compared with that of a repetition
number of 2. While when the number of users is 14, multi-user
interference is high. NOMA with a large number of repetitions
has better capability for multi-user interference suppression
than that with a small number of repetitions. NOMA with a
repetition number of 2 can reach a FER of 0.01 while NOMA
with a repetition number of 1 shows an error floor at FER close
to 0.1. When the number of users is large, a large number of
repetitions is preferred.

In Figure 9, the performance of NOMA with different Nr is
evaluated. A larger Nr means a larger matrix dimension in the
MMSE operation, and thus a better capability of multi-user
interference suppression. Increasing the value of Nr brings
drastic performance gain due to the large capability of multi-
user interference suppression achieved. It means that a large
number of users can be supported by using a large number of Nr .
It is found in Figure 9 that the number of users is 16 for Nr � 4
while it is 10 for Nr � 2. And the gain is about 6 dB at a FER of
0.01 for Nr � 4 compared to Nr � 2. By using large number of
receiver antennas, not only the number of users can be increased,
but also the required working SNR can be reduced greatly. To
accommodate large number of users and to save the transmission
power in B5G systems, we should employ as large number of
receiver antennas as system can.

5 CONCLUSION

NOMA is an essential enabling technology for B5G systems
which can fulfill the challenging requirements of mMTC. In
this paper, we evaluate different factors, such as channel
encoding, channel decoding, multi-user detector, repetition
number, and the number of receiver antennas, on the
performance of NOMA. According to the analysis and
simulation results, it is found that CC is superior to LDPC
for NOMA when code length is moderate. When the number
of users is large, there is serious multi-user interference. In this
case, a large number of repetitions, an optimal channel
decoder, and a more advanced multi-user detector are
preferred. By increasing the number of receiver antennas,
the capability of multi-user interference suppression is
greatly enhanced, thus the performance of NOMA can be
significantly boosted. In the system design, these factors
should be considered jointly to fulfill the requirements of
B5G systems.
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